A Multi-Spectral Data Fusion Approach to Speaker Recognition
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Abstract. This paper describes a multi-spectral, multi-source approach to the important problem of speaker identification. The wideband speech signal is filtered into several sub-bands and the output time trajectory of each is individually modeled by linear prediction cepstral coefficients. These individual models are then matched against reference data and the scores combined using the sum rule of information fusion, before using a k-nearest-neighbor rule to decide the identified speaker. Multi-spectral processing is shown to deliver performance improvements over wideband recognition. The optimal number of filters is found to be 16. These results are interpreted in light of the hypothesis that the multi-spectral approach solves the bias/variance dilemma of commonly manifest in systems that are trained on example data.
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1 Introduction

Automatic speaker recognition (ASR), whereby a computer attempts to recognize an individual from their voice, is an important, emerging technology with many potential applications in commerce and business, security, surveillance etc. This paper is concerned with the application of modern data engineering techniques to the problem of ASR. The main idea here is the use of a multi-spectral approach, in which the wideband acoustic signal is pre-processed by a bank of bandpass filters to give a set of time-varying outputs – so-called sub-band signals. Because these time trajectories vary slowly relative to the wideband signal, the problem of representing them by some data model should be simplified. A major goal for this paper is to test if this is so, and if so, to determine the optimal number of sub-bands. Since we now have several time trajectories to consider rather than just one, the question arises of how to (re)combine or fuse the information in each, to reach an overall decision about speaker identity.

The remainder of the paper is organized as follows. Section 2 provides a motivation for research into recognition. Section 3 introduces the multi-spectral aspect of the recognition system and includes fuller discussion on the possible benefits to an identification system. In section 4, the component parts of the baseline multi-spectral system which provides the foundation for this research are described in turn. Finally, section 6 concludes with discussion of the issues raised by multi-spectral recognition and some possible avenues of future work.

2 Speaker Recognition

Recognition can be divided into speaker verification and speaker identification tasks, each of which may in turn be text-independent or text-dependent [1, 2]. In verification, there is an ab initio claim about speaker identity, and the aim is to determine if a given utterance was produced by the claimed speaker. This is done by testing the model of the claimed speaker against the utterance, comparing the score to a threshold, and deciding on the basis of this comparison whether or not to accept
the claimant. In identification, there is no *ab initio* identity claim, and the system must typically decide who the person is, or that the person is unknown.

In text-independent recognition, there are no limits on the vocabulary employed by speakers. This is in contrast to text-dependent recognition, where the presented utterance must be from a set of predetermined words or phrases. As text-dependent recognition only models the speaker for a limited set of phonemes in a fixed context, it generally achieves higher recognition rates than text-independent recognition, which must model a speaker for a variety of phonemes and contexts.

Speaker recognition is an example of biometric personal identification [3]. Biometric techniques based on intrinsic characteristics (such as voice, finger prints, retinal patterns) have an advantage over artifacts for identification (keys, cards, passwords) because biometric attributes cannot be lost or forgotten. Biometric techniques are generally believed to offer a reliable method of identification, since all people are physically different to some degree. Automatic speaker identification and verification are often considered to be the most natural and economical methods for avoiding unauthorized access to physical locations or computer systems [1]. Thanks to the low cost of microphones and the universal telephone network, the only cost for a speaker recognition system may be the software.

In this paper, we are primarily interested in text-dependent identification. Success depends on extracting and modeling the speaker-dependent characteristics of the speech signal which can effectively distinguish one talker from another. Initially, the acoustic sound pressure wave from an unknown speaker is transformed into an analog signal by a microphone or telephone handset. The analog signal is then passed through an antialiasing filter before being sampled to form a digital signal by an analog-to-digital converter.

In feature extraction, each frame of speech (typically spanning 10–30 ms of the speech waveform) is mapped into a multidimensional feature space creating a sequence of feature vectors $x_i$. This sequence is compared to existing speaker models, created during the enrollment step, by pattern matching, resulting in a match score $z_i$ for each of the speaker models. The match score gives an indication of the similarity between the sequence of vectors and the models of all the known speakers. The last step consists of a decision as to speaker identity. Before use, speakers must enroll on the system. During enrollment, speaker models are created for all authorized users and stored for later reference during identification.

### 3 Multi-Spectral Processing

In a seminal and influential paper, Allen [4] popularized the earlier notion of Harvey Fletcher that the decoding of speech signals by humans is based on decisions in narrow frequency bands that are processed independently of each other. Decisions from these frequency bands are combined such that the global error rate is equal to the product of the band-limited error rates within the independent frequency channels. This means that if any frequency band yields a zero (or low) error rate then the resulting global error rate would also be zero (or very low), regardless of the error rates of the remaining bands. While this has come to be known as the Fletcher-Allen principle, Allen himself refers to it as “the Stewart-Fletcher multiindependent channel model” (p. 572). He further characterizes the approach as “across-time” rather than the more usual “across-frequency” processing (p. 575) typified by template matching in automatic speech recognition. In this paper, we will refer to this as multi-spectral processing.

The positive benefits of this new approach to speech recognition are starting to be investigated
and reported [5, 6, 7, 8]. There are several cogent reasons why it might also profitably be applied to speaker recognition:

- The deleterious effect of narrow-band noise may be reduced. If noise only affects some frequency bands, then the remaining (clean) bands should carry sufficient information to allow the correct decision still to be reached. This follows from the (idealized) Fletcher-Allen principle according to which only one error-free band is required for correct recognition.

- Certain bands may contain more speaker-specific information than others. Weighting these to emphasize their contribution to the overall score should lead to better recognition rates. In fact, some bands might be better for some speakers than others, so that speaker-specific weighting during the information fusion – or (re)combination – stage may be possible. Note, however, that this assumes a form of fusion in which weighting can be sensibly done. (If, for instance, combination is by multiplication of scores, then weighting has no effect.)

- Successful recognition critically depends on building good speaker models from the training data. Data modeling, however, is subject to the well-known bias/variance dilemma [9]. According to this, models with too many adjustable parameters (relative to the amount of training data) will tend to overfit the data, exhibiting high variance, and so will generalize poorly. On the other hand, models with too few parameters will be over-regularized, or biased, and so will be incapable of fitting the inherent variability of the data. Multi-spectral processing offers a practical solution to the bias/variance dilemma by replacing a large, unconstrained data modeling problem by several smaller (and hence more constrained) problems. Empirical support for this notion in the specific context of speaker recognition comes from the work of Reynolds [10], who writes: “giving too much spectral resolution will degrade performance by modeling spurious spectral events or introducing too many parameters to be trained” (p. 642).

There are, however, several practical issues to be resolved before these advantages might be realized:

- The number, width and location of the frequency bands must be optimized. Sub-bands designed for speech recognition may not be suitable for speaker recognition: it may be that the frequency division should best be...
done on a speaker-specific basis for speaker recognition.

- Some knowledge is required of which bands contain the most speaker-dependent information. The scores from these bands might then be emphasized to improve recognition.

- The features to be used for recognition must be decided. Again, features designed for speech recognition may not be suitable for speaker recognition [2]. It is also possible that features which are appropriate for wideband speaker recognition are less so for multispectral processing.

To date, relatively few workers have studied this problem. In the conference literature, [11], [12], [13] and [14] have all presented empirical results which confirm that worthwhile performance advantages can be gained from multi-spectral processing in speaker recognition. Taken together, however, these prior works do not cover anything like the full range of implementation options, so that many of the aforementioned questions remain open. Further, there is still only a rudimentary understanding of multi-spectral processing – and precisely how it delivers performance improvements – from a theoretical perspective.

4 Identification System

This section describes the different components that make up the identification system.

4.1 Database

The text-dependent Millar database from British Telecom was specifically designed and recorded for text-dependent speaker recognition studies. It consists of 43 male and 14 female native English speakers saying the digits one to nine, zero, nought and oh 25 times each. Recordings were made in five sessions spaced over three months, to capture the variation in speakers’ voices over time which is one of the most important aspects of speaker recognition [15]. The speech was recorded digitally in a quiet environment using a high-quality microphone, and a sampling rate of 20 kHz with 16 bit resolution. The database was also made available at an 8 kHz sampling rate. In this version, the speech has been band-passed to telephone quality and then downsamped. Only this latter version was used.

For the experiments, 12 male speakers were used saying the word seven. The first two sessions (i.e. 10 repetitions of seven) were used as references and the remaining three sessions (15 repetitions) were used for testing.

4.2 Sub-Band Processing

The wideband signal was split into various numbers of sub-bands. Filters were simple second-order Butterworth, spaced on the psychophysical mel scale [16], covering the frequency range up to 3,600 Hz. There are many possible features that can be extracted from a speech signal, e.g. fundamental frequency, formant frequencies, and linear predictor (LP) coefficients. For recognition purposes, it is important to use a feature set that maximally discriminates between speakers. In this research, the feature set is based on cepstral coefficients. Cepstral analysis is motivated by, and was designed for, problems centered on voiced speech [17] but also works well for unvoiced sounds. Cepstral coefficients have been used extensively as the features in speaker recognition [18, 19]. This is because a simple recursive relation (see below) can be used to transform the LP coefficients into cepstral coefficients.

The time trajectories in each sub-band were modeled using an analysis frame of 20 ms, Hamming windowed and overlapping by 50%, and 12th order linear prediction [20]. These were then used to create cepstral coefficients via the recursion described by Atal [21]. That is, the LP cepstrum (or pseudo-cepstrum) is used, rather than the original (power or complex) cepstrum which would be obtained from Fourier analysis.

4.3 Pattern Matching

A popular method of pattern matching in speaker recognition systems uses ‘templates’. The input signal is represented as a series of feature vectors that characterize the speech of a particular
speaker [22]. This time-ordered set of features constitutes the template. Even if the same speaker utters the same word on different occasions, the duration changes each time with nonlinear expansion and contraction. Therefore, any template matching algorithm needs to be able to cope with this: we use the popular technique of dynamic time warping (DTW) because of its ability to handle nonlinear time scale variations. It combines alignment and distance computation through a dynamic programming procedure [23]. It is normal to use the Euclidean distance measure when working with cepstral coefficients. Figure 2 depicts the DTW procedure schematically.

### 4.4 Fusion

Kittler, Hatef, Duin, and Matas [24] recently developed a common theoretical framework for combining classifiers which use distinct pattern representations. They outlined a number of possible combination schemes such as a product, sum, min, max, and majority vote rules, and compared their performance empirically using two different pattern recognition problems. Kittler et al. found that the sum rule outperformed the other classifier combination schemes. This surprised them, because the statistical assumptions underlying this rule are stronger than, say, those for the product rule and it is clear that these assumptions do not hold well.

To explain this empirical finding, they investigated the sensitivity of various schemes to estimation errors. Their analysis showed that the sum rule is the most resilient to estimation errors, so almost certainly explaining its superior performance. Accordingly, the sum rule is used, at least initially, for combination purposes in this research while recognizing that this is one area which could benefit from further research by investigating other rules and methods of combination.

### 4.5 Decision Rule

There are 15 test utterances per speaker, each of which is matched to the 10 reference utterances for all 12 speakers – a total of 120 comparisons. These are then ranked (closest matches first) and the k-nearest-neighbor rule applied with \( k = 5 \). That is, the speaker maximally represented among the top five ranking matches is declared to be the identified person.

### 5 Results

To investigate the benefits of multi-spectral processing, as well as answering the question of the optimal number of sub-bands, we have collected identification results as the number of filters varies from 2 to 24. For comparison, recognition was performed using the wideband (unfiltered) speech signal also. Figure 3 displays the results.

It is clear that a multi-spectral recognition system can perform better than one using just the wideband signal. Using the wideband spectrum, the system achieved 85% recognition rate. By contrast, the best-performing multi-spectral system, using 16 mel-spaced sub-bands, produced a recognition rate of 96%. This is a very considerable improvement.

Using a small number of filters (\( \leq 6 \)), performance was generally worse than the wideband system. The reason for this is currently unknown, but we conjecture that too much spectral energy is removed by the filterbank, i.e. the regions of overlap between adjacent filters are too wide. Conversely,
it is possible to have too many filters. Performance reduces when there are 20 filters or more. We attribute this to attempting to fit too many parameters in the data models describing each speaker.

From the perspective of time-frequency duality, it seems intuitively reasonable that there should be some such trade-off. With a small number of filters, we will be attempting to fit the time trajectories too closely, having only a few parameters to do so. With a large number of filters, we will be attempting to fit the frequency distribution too closely but with more parameters than can be reliably estimated from the data. There is an interesting convergence with Allen’s comment [4]: “It has been reported . . . that 10 bands is too few, and 30 bands gives no improvement in accuracy over 20” (p. 572).

6 Discussion and Conclusions

The results highlight the advantage of a using multi-spectral approach to speaker recognition. We believe that the approach offers a practical solution to the bias/variance dilemma manifest in trainable systems, and so leads to improved data modeling. The problem of fitting parameters to training data is constrained by requiring them to be more or less uniformly deployed across frequency. Although multi-spectral processing increases performance, there is a limit to how many sub-bands can be used before performance starts to decrease. Here, it seems that 16 is the optimal number. This finding is interpreted in data-modeling terms as reflecting an attempt to fit too many parameters for the available training data. By contrast, the wideband approach (or use of a small number of filters) attempts data modeling with too few, unconstrained parameters.

The traditional approach to identification has been to base the development of recognition systems on a priori knowledge. The prior knowledge has been applied to such things as choosing the type and number of feature parameters and determining the pattern matching method to use. Current speaker identification systems produce reasonable results but still lack the necessary performance if they are to be used routinely by the general public. Furui has listed 16 open questions about speaker recognition which need to be addressed if performance is to be improved. One of these concerns the selection of feature parameters: commonly cepstral (or delta cepstral) coefficients. These are employed principally (or only) because they are familiar from their use in speech recognition. Hence, they may not optimally discriminate between different speakers. From this perspective, there seems much to be gained from automatic (data-driven) selection of features—and other architectural parameters.

Future work will look at possible ways of implementing a data-driven strategy for number and placement of the filters, and for automatically determining the type and number of features to be used in each sub-band. We will also explore other combination schemes and will extend the work to speaker verification. Finally, we propose a direct test of our hypothesis of improved data modeling, by varying the number of parameters fitted in the different filtering scenarios.
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