Image registration based on evidential reasoning
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Abstract—Image registration is a crucial and necessary step before image fusion. It aims to achieve the optimal match between two or more images of the same scene taken at different times, from different viewpoints, and/or by different sensors. In the procedure of image registration, several types of uncertainty will be encountered, e.g., the selection of control points and the distance or the dissimilarity measures used for image matching. In this paper, we model these uncertainties in image registration using the theory of belief functions. By jointly using the pixel level and feature level information, more effective image registrations are accomplished. Experimental results, comparisons and related analyses illustrate the effectiveness of our evidential reasoning based image registration approach.
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I. INTRODUCTION

The image fusion brings a more comprehensive and higher quality image information by jointly using the multi-sensor or multi-temporal images and that is why it has been widely used in civil [1] and military applications [2], [3]. The image registration [4], [5], [6] is a crucial step for the image fusion which can be performed either manually or automatically. In manual mode, human operators manually select the corresponding features in the images to be registered. To get a good image registration, the operator must select a large number of feature pairs across the whole images. Image registration techniques are mainly based on area-based and on feature-based analysis methods that can be used locally or globally [7]. Global approaches use the whole information of reference and sensed images to estimate the geometric transformations between the images. Local approaches, which are widely used in remote sensing image registration, compute the global mapping functions using few selected control points (CPs). Image registration requires several steps (matching, transform model estimation, re-sampling and final transformation) involving uncertainties on the choice of dissimilarity measures, of CPs, the level of fusion (pixel-level fusion versus feature-level fusion), etc. Various uncertainties enter in the image registration because of the choices of dissimilarity measures, the choice of CPs, the level we work at (pixel-level or feature-level), etc. In this work, we propose to use different dissimilarity measures as well as multi-source information such as pixel-level images and the features (e.g., the edge information) of the images to solve image registration. The method we propose is based on the belief functions (BF) [8] since BF are well adapted to model different types of uncertainties. After a detailed presentation of the new image registration technique proposed based on the evidential reasoning (ER), we present experimental results on real images. A comparative analysis with classical image registration methods is also done to show the improvement of performances of our proposed method.

II. BASICS OF IMAGE REGISTRATION

The image registration [5] is required to compare or integrate the data obtained from different origins (different viewpoints, different times, different sensors, etc). The procedure of the image registration is summarized in Fig. 1 where each functional block is detailed in the sequel.

A. Source images

The (source) images of different origins include a reference image and the (sensed) images to be registered. The images can either be the original pixel-level information images, or transformed images (feature-level information). In non-automatic image registration, users always select some control points (CPs) extracted from the reference and sensed images for doing the image registration.

B. Dissimilarity measures

Several dissimilarity measures [9] can be used for the image registration. The main ones being the mutual information (MI) [10], the normalized correlation coefficient (NCC) [11], and the peak signal to noise ratio (PSNR) [12] defined as follows for images A and B with the same sizes $M \times N$:

1) Mutual Information (MI):

$$MI(A, B) = \sum_{a,b} p_{AB}(a,b) \log \frac{p_{AB}(a,b)}{p_A(a)p_B(b)}$$

where $p_A(a)$ is the probability of grey level $a$ obtained from the grey histogram of image $A$, $p_B(b)$ is the probability of grey level $b$ obtained from the grey histogram of image $B$ and $p_{AB}(a,b)$ is the joint probability of grey level $a$ in image $A$ and $b$ in image $B$.
2) Normalized Correlation Coefficient (NCC):

\[
R(x, y) = \frac{\sum_{i,j} (A(x, y) - \bar{A})(B(x+i, y+j) - \bar{B})}{\sqrt{\sum_{i,j} (A(x, y) - \bar{A})^2 \sum_{i,j} (B(x+i, y+j) - \bar{B})^2}}
\]

where \(i = 1, \ldots, M; j = 1, \ldots, N\) and \(\bar{A}, \bar{B}\) denote the average over the whole images of \(A\) and \(B\), respectively.

3) Peak Signal to Noise Ratio (PSNR):

\[
PSNR = 10 \times \log\left(\frac{255^2}{MSE}\right)
\]

where 255 represents the maximum of the grey scale value in [0, 255]. \(MSE\) is the mean squared error defined as [13]

\[
MSE = \frac{1}{M \times N} \sum_{i=1}^{M} \sum_{j=1}^{N} |A(i,j) - B(i,j)|^2
\]

C. Transformation

The transformation block refers to the elementary geometric spatial transformations between the reference image and the sensed image. It includes the rotation, the scaling and the translation transformations [4], [5], [6] and it is symbolically denoted \(T\). The notation \((x, y) = T\{(s, t)\}\) means that an image defined over a \((s, t)\) coordinate system is transformed to an image defined over a \((x, y)\) coordinate system through the following geometrical elementary transformations:

1) The rotation of angle \(\theta\):

\[
\begin{align*}
x &= s \cdot \cos \theta - t \cdot \sin \theta \\
y &= s \cdot \sin \theta + t \cdot \cos \theta
\end{align*}
\]

2) The translation of parameters \(ds\) and \(dt\):

\[
\begin{align*}
x &= s + ds \\
y &= t + dt
\end{align*}
\]

3) The scaling of parameters \(M_s\) and \(M_t\):

\[
\begin{align*}
x &= M_s \cdot s \\
y &= M_t \cdot t
\end{align*}
\]

D. Optimization

The functional optimization block corresponds to the minimization of the mismatch errors in the image registration which are measured by the aforementioned dissimilarity measures. One wants to estimate the parameters \(M_s, M_t, ds, dt, \text{ and } \theta\) by minimizing a chosen objective function\(^1\) \(f(., .)\)

\[
\min_{d_s, d_t, M_s, M_t, \theta} f(I_{ref}, T(I_{sensed}))
\]

under the constraints

\[
\begin{align*}
0 < d_s < M, & \quad 0 < d_t < N \\
M_s > 0, & \quad M_t > 0 \\
-\pi < \theta < \pi
\end{align*}
\]

where \(I_{ref}\) and \(I_{sensed}\) denote the reference image and the sensed image respectively. Because the objective function, i.e., the mismatch error is always non-convex, advanced optimization methods [14], or global optimization approaches are necessary (like genetic, or particle swarm algorithms, etc.)

\[^1\text{where } f(\cdot) \text{ corresponds to a dissimilarity measure MI, NCC, or PSNR}\]

E. Resampling

Resampling\(^2\) is a crucial step for the grey-level image registration. The input image is resampled into the desired output map grid. The details of resampling are given in [4], [5], [6].

III. UNCERTAINTIES IN IMAGE REGISTRATION

As explained previously, the image registration is a crucial and difficult preliminary step for information fusion because the implementation of the optimization step always requires high computational cost. The possible low qualities and the large resolution difference of the images strongly impact registration performances, as well as the uncertainties about the choice of the control point and the dissimilarity measure.

A. Uncertainty in selection of control points

The performance of an image registration based on CPs always depends on the selection of CPs which is relatively subjective. Such an uncertainty may affect the results of the registration. Fig. 2 shows different CPs selected, and Table I show the estimation of parameters of \(T\).

![Selection of different CPs](image)

**TABLE I. ESTIMATION OF T PARAMETERS USING CPs OF FIG. 2.**

<table>
<thead>
<tr>
<th>Transform parameters</th>
<th>between (a) and (b)</th>
<th>between (c) and (d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rotation ((\theta))</td>
<td>14.6465(^a)</td>
<td>14.9024(^a)</td>
</tr>
<tr>
<td>Scaling ((M_s, M_t))</td>
<td>(0.9830, 0.9830)</td>
<td>(0.9935, 0.9935)</td>
</tr>
<tr>
<td>Translation((d_s, d_t))</td>
<td>(31.5075, -40.0214)</td>
<td>(31.0425, -40.3714)</td>
</tr>
</tbody>
</table>

B. Uncertainty in the choice of dissimilarity measures

The choice of the dissimilarity measure is also very important in image registration. Different dissimilarity measures always define or emphasize the dissimilarity from different aspects, so they could bring different matching degree between the reference image and the sensed images. Thus, the image registration results might also be influenced by the uncertainty caused by the selection of different dissimilarity measures.

To implement the image registration, several types of information such as the grey-level information and the feature-level information (e.g. the edge information) can be used.

\[^2\text{The resampling approach used in this paper is the bilinear interpolation}\]
If we use the multiple types of information in an efficient manner, a better image registration performance is expected. In this paper, we propose to use belief functions to deal with different types of uncertainty and work at both grey-level and the feature-level of images in order to improve the performance of the image registration. Before presenting in details our new method, we recall some very basics on BF in the next section.

IV. VERY BASICS ON BELief FUNCTIONS

The belief functions have been introduced in [8] to reason under different types of uncertainties (epistemic and randomness). We consider a given discrete and finite frame of discernment (FOD) $\Theta$ with all mutually exclusive and exhaustive elements. A basic belief assignment (bba) $m(.)$ is defined as a mapping $m : 2^\Theta \rightarrow [0, 1]$ satisfying:

$$m(\emptyset) = 0 \quad \text{and} \quad \sum_{A \subseteq 2^\Theta} m(A) = 1 \quad (10)$$

The belief $Bel(.)$ and the plausibility $Pl(.)$ functions are:

$$Bel(A) = \sum_{B \subseteq 2^\Theta \mid A \subseteq B} m(B)$$
$$Pl(A) = \sum_{B \subseteq 2^\Theta \mid B \cap A = \emptyset} m(B) \quad (11)$$

The combination of belief functions provided by several distinct sources can be done in many ways. Historically, Dempster’s rule (denoted DS for short) has been proposed by Shafer in his DST [8]. DS rule has however been strongly criticized over the years for generating counter-intuitive results by Smets [18], for its dictatorial behavior [16], and for its incompatibility with Bayes fusion rule [17]. That is why other fusion rules have been developed to circumvent some of these drawbacks, in particular the more efficient (and complex) Proportional Conflict Redistribution Rule no. 6 (PCR6) [18] that will be also tested in this work. A detailed presentation of DS and PCR6 rules with many examples can be found in [18] and therefore they will not be presented here.

After combining the bba’s by a given fusion rule we get a new bba denoted $m_{\text{comb}}(.)$. To make a decision on an element of the FOD $\Theta$, we use a transformation to approximate $m_{\text{comb}}$ in a probability mass function (pmf). Classically, the pignistic probability transformation $BetP(.)$ [19] proposed by Smets is used, but other transformations are also possible, like $DSmP(.)$ which is more complex to implement. Here, we use $BetP(.)$ only due to its simplicity. Details of $BetP(.)$, $DSmP(.)$ and other transformations are given in [18].

V. EVIDENTIAL REASONING FOR IMAGE REGISTRATION

Two types of uncertainty can enter in the image registration:

- Uncertainty of Type 1: It comes from the choice of $l$ different sets of control points that will yield estimations of $T_1, T_2, \ldots, T_l$ as shown in Fig. 3(a);
- Uncertainty of Type 2: It comes from the choice of $3$ different dissimilarities measures that will yield estimations of $T_1, T_2, \ldots, T_l$ as shown in Fig. 3(b).

Fig. 3. Two types of uncertainty in image registration.

In this work, we don’t deal with both types of uncertainty simultaneously. We propose a method to work either with Type 1, or with Type 2 of uncertainty. Working with both types is currently under development and will be subject to future publications. The general principle of our evidential reasoning based image registration method is illustrated in Fig. 4. We work either with Type 1, or with Type 2 uncertainties (but not both) and we use both the grey-level information and the feature-level information (e.g., edge information) to obtain two $MSE$ matching error scores. The set $\Theta = \{T_1, T_2, \ldots, T_l\}$ constitutes the FOD on which the two bba’s to combine will be defined. One bba comes from the source processing the grey-level information ($G$), and the other bba comes from the source processing the feature-level information (E). The generation of these bba’s is detailed in the sequel. Then we combine these bba’s by a fusion rule (DS or PCR6) to get the joint evaluation of all different transformations. From a probabilistic transformation, we estimate the pmf over the FOD from which we can either select the most likely transformation $T_i$ of the FOD, or build a comprehensive transformation from all the transformations of FOD and their probability values.
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Step 2

From these normalized scores, we propose to build the bba’s in two different manners: directly as Bayesian \(^7\) bba’s, or as non Bayesian bba’s by the Fuzzy Cautious Ordered Weighted Average Evidential Reasoning (FCOWA-ER) approach \([20]\).

- **Generation of Bayesian bba’s:**

\[
\begin{align*}
    m_G(T_i) &= P_G(T_i) = \frac{e^{-1/\text{MSE}_G^R(G)}}{\sum_{j=1}^{T} e^{-1/\text{MSE}_G^R(G)}} \\
    m_E(T_i) &= P_E(T_i) = \frac{e^{-1/\text{MSE}_E^R(E)}}{\sum_{j=1}^{T} e^{-1/\text{MSE}_E^R(E)}}
\end{align*}
\]

The negative exponential function is used because the bigger the value of MSE, the worse the quality of the corresponding transformation. The combined mass function \(m_c(.)\) is obtained by \(m_c(.) = [m_G \oplus m_E](.),\) where \(\oplus\) is the symbolic notation of the fusion operator (typically DS, or PCR6 fusion rules).

- **Generation of Non-Bayesian bba’s:**

To generate Non-Bayesian bba’s, we use the FCOWA-ER\(^8\) method which consists in the following steps:

**Step 1:** Generation of the expected payoff matrix (EPM).

We calculate the expectation matrix defined by

\[
E(T) = \begin{bmatrix}
    e_{\min}(T_1), e_{\max}(T_1) \\
    \vdots \\
    e_{\min}(T_l), e_{\max}(T_l)
\end{bmatrix}
\]

where \(e_{\min}(T_i)\) and \(e_{\max}(T_i)\) for \(i = 1, 2, \ldots, l\) are given by

\[
\begin{align*}
    e_{\min}(T_i) &= \min\{e^{-1/\text{MSE}_G^R(G)}, e^{-1/\text{MSE}_E^R(E)}\} \\
    e_{\max}(T_i) &= \max\{e^{-1/\text{MSE}_G^R(G)}, e^{-1/\text{MSE}_E^R(E)}\}
\end{align*}
\]

**Step 2:** Normalization of the EPM.

The column-wise normalized expected payoff is given by

\[
E_{\text{norm}}(T) = \begin{bmatrix}
    e_{\min}^\text{norm}(T_1), e_{\max}^\text{norm}(T_1) \\
    \vdots \\
    e_{\min}^\text{norm}(T_l), e_{\max}^\text{norm}(T_l)
\end{bmatrix}
\]

where

\[
\begin{align*}
    e_{\min}^\text{norm}(T_i) &= e_{\min}(T_i) / \max(e_{\min}(T_j)) \\
    e_{\max}^\text{norm}(T_i) &= e_{\max}(T_i) / \max(e_{\max}(T_j))
\end{align*}
\]

In FCOWA-ER, the min and max bounds of \(E^\text{norm}[T]\) are considered as two information sources, representing respectively the pessimistic and the optimistic attitudes. The two (min and max) columns of \(E^\text{norm}(T)\) are interpreted as two fuzzy membership functions (FMF) \(\mu_{\min}(.\) and \(\mu_{\max}(.)\) representing the possibilities of all the alternatives: \(T_1, \ldots, T_l\).

**Step 3:** From FMFs to bba’s using \(\alpha\)-cut.

We transform FMFs into bba’s by using the classical \(\alpha\)-cut approach \([22]\). More precisely, from any FMF \(\mu(T_i), i = 1, \ldots, l\) we sort \(\mu(T_i)\) values by increasing order to get an order such that \(0 < \alpha_1 < \alpha_2 < \cdots < \alpha_M \leq 1\) (the \(\alpha\)-cuts).

\[
m(B_j) = \frac{\alpha_j - \alpha_{j-1}}{\alpha_M}
\]

where \(B_j = \{T_i \in \Theta | \mu(T_i) \geq \alpha_j\}\). Applying this \(\alpha\)-cut method to \(\mu_{\min}(.)\) and to \(\mu_{\max}(.)\) allows to get the corresponding bba’s \(m_1(.)\) and \(m_2(.)\).

**Step 4:** Combination of \(m_1(.)\) and \(m_2(.)\).

\(m_1(.)\) and \(m_2(.)\) can be combined by any fusion rule (typically DS or PCR6) to get the joint evaluation of all different transformations, that is \(m(.) = [m_1 \oplus m_2](.)\). Once \(m(.)\) is computed, an evidential reasoning (ER) transformation method is used to estimate the best set of parameters \(\{M_s, M_t, ds, dt, \theta\}\).

**B. Generation of ER-based Transformation**

Two methods (by maximum a posteriori (MAP), or by weighted average (WA)) can be used to estimate \(\{M_s, M_t, ds, dt, \theta\\}\) to provide the solution of the image registration problem based on evidential reasoning. These methods require the approximation\(^7\) of the final combined bba \(m(.)\) into a posterior probability measure \(P_c(.)\) over \(\Theta\).

- **Method 1:** The solution \(T^{\text{MAP}} = \{M_s, M_t, ds, dt, \theta\\}\) corresponds to the parameters of the transformation \(T_i\) having the maximum a posteriori probability value. Index \(i\) is given by

\[
i = \arg[\max_{j=1,\ldots,l} P_c(T_j)]
\]

- **Method 2:** The solution \(T^{\text{WA}} = \{M_s, M_t, ds, dt, \theta\}\) corresponds to the weighted average of the parameters of all the transformations \(T_i\) with weighting factors \(P_c(T_i)\). The parameters are given by

\[
\begin{align*}
    \theta &= \sum_{i=1}^{l} P_c(T_i) \cdot \theta^i \\
    ds &= \sum_{i=1}^{l} P_c(T_i) \cdot ds^i \\
    dt &= \sum_{i=1}^{l} P_c(T_i) \cdot dt^i \\
    M_s &= \sum_{i=1}^{l} P_c(T_i) \cdot M_s^i \\
    M_t &= \sum_{i=1}^{l} P_c(T_i) \cdot M_t^i
\end{align*}
\]

\(^6\)The edge information of a given image is a binary image. Thus the MSE of edge feature (E) is in fact the MSE computed between the two corresponding binary images of the reference image and the sensed image to register.

\(^7\)A bba is called Bayesian if all its focal elements are singletons of \(2^\Theta\).

\(^8\)FCOWA-ER is a modified version of COWA-ER \([21]\).
VI. EXPERIMENTS

In this section we evaluate the new image registration method based on evidential reasoning using different configurations (using different sets of CPs or different dissimilarities, using DS and PCR6 fusion rules, using Bayesian and Non-Bayesian bba modelings, and using Method 1 or Method 2 for final decision making). The evaluation is done on different real images available on free image repositories [23].

A. Image registration using different CPs

In this analysis, the CPs are manually selected by using the function of cpselect’ in Matlab. The sensed and the reference images have been magnified according to the same factor to be more accurate in the selection of CPs, that is why the coordinates of CPs have a decimal part. The origin of each image is at the up-left corner. x-axis is from left to the right and y-axis is from up to down.

- Results with the Cameraman images

Three different sets of CPs have been used as listed in TABLE II and shown in Fig. 5.

TABLE II. SETS OF CONTROL POINTS FOR Cameraman IMAGE

<table>
<thead>
<tr>
<th>Sets of CPs</th>
<th>CPs on reference image</th>
<th>CPs on sensed image</th>
</tr>
</thead>
<tbody>
<tr>
<td>Set 1</td>
<td>(168.8750, 73.8750)</td>
<td>(156.1250, 93.6250)</td>
</tr>
<tr>
<td></td>
<td>(109.8750, 66.6250)</td>
<td>(103.3750, 83.6250)</td>
</tr>
<tr>
<td></td>
<td>(32.8750, 108.8750)</td>
<td>(31.1250, 114.1250)</td>
</tr>
<tr>
<td></td>
<td>(138.6250, 199.3750)</td>
<td>(118.8750, 204.1250)</td>
</tr>
<tr>
<td>Set 2</td>
<td>(105.1250, 38.8750)</td>
<td>(101.3750, 57.6250)</td>
</tr>
<tr>
<td></td>
<td>(169.1250, 73.6250)</td>
<td>(155.8750, 93.8750)</td>
</tr>
<tr>
<td></td>
<td>(22.8750, 190.3750)</td>
<td>(15.6250, 188.8750)</td>
</tr>
<tr>
<td></td>
<td>(177.8750, 208.6250)</td>
<td>(152.6250, 215.6250)</td>
</tr>
<tr>
<td>Set 3</td>
<td>(172.1250, 78.6250)</td>
<td>(114.1250, 95.6250)</td>
</tr>
<tr>
<td></td>
<td>(162.1250, 63.6250)</td>
<td>(149.8750, 84.8750)</td>
</tr>
<tr>
<td></td>
<td>(170.3750, 79.3750)</td>
<td>(156.6250, 99.8750)</td>
</tr>
<tr>
<td></td>
<td>(116.6250, 209.1250)</td>
<td>(97.8750, 210.6250)</td>
</tr>
<tr>
<td></td>
<td>(177.3750, 207.8750)</td>
<td>(153.1250, 215.8750)</td>
</tr>
<tr>
<td></td>
<td>(132.1250, 199.6250)</td>
<td>(112.3750, 204.6250)</td>
</tr>
</tbody>
</table>

The sensed image is generated from the reference image using the following transformation parameters

\[ T^{true} = \{ \theta^{true} = 5.0^0, d_s^{true} = 12.0, d_t^{true} = 15.0, \]
\[ M_1^{true} = 0.90, M_2^{true} = 0.90 \} \]

From the CPs in TABLE II, we obtain transformations \( T_1, T_2 \) and \( T_3 \) with corresponding parameters given in TABLE III.

TABLE III. TRANSFORMATIONS OBTAINED FOR Cameraman IMAGE

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Translation: ((d_s, d_t))</th>
<th>Rotation: (\theta)</th>
<th>Scaling: ((M_x, M_t))</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T_1 )</td>
<td>(12.5306, 14.9714)</td>
<td>5.1601</td>
<td>(0.9069, 0.9069)</td>
</tr>
<tr>
<td>( T_2 )</td>
<td>(13.3836, 16.4005)</td>
<td>4.3291</td>
<td>(0.8973, 0.8973)</td>
</tr>
<tr>
<td>( T_3 )</td>
<td>(10.7417, 13.4381)</td>
<td>5.9321(^0)</td>
<td>(0.9069, 0.9069)</td>
</tr>
</tbody>
</table>

Applying \( T_1, T_2, \) and \( T_3 \), we obtain the registration error (MSE) on grey-scale images and on the edge images listed in TABLE IV.

If we generate Bayesian bba’s from these MSE values, then we get

\[ m_G(T_1) = 0.3341, m_G(T_2) = 0.3346, m_G(T_3) = 0.3313; \]

\[ m_E(T_1) = 0.3321, m_E(T_2) = 0.3364, m_E(T_3) = 0.3316; \]

Combining \( m_G(.) \) and \( m_E(.) \) with Dempster’s rule, we get

\[ m_e(T_1) = 0.3328, m_e(T_2) = 0.3377, m_e(T_3) = 0.3295; \]

Since \( m_e(.) \) is a Bayesian bba, \( BetP(T_i) = m_e(T_i) \). Therefore \( T_{MAP} = T_3 \) if Method 1 is used, or with Method 2

\[ T_{WA} = \{ \theta = 5.131^0, d_s = 12.2376, dt = 14.9505, M_x = 0.9021, M_t = 0.9021 \} \]

If we use FCOWA-ER to generate Non-Bayesian bba’s, one has

\[ E(T) = \begin{bmatrix} 0.3321, 0.3341 \\ 0.3346, 0.3364 \\ 0.3313, 0.3316 \end{bmatrix} \]
The normalized expected possibility matrix will be
\[ E^{\text{norm}}(T) = \begin{bmatrix}
0.3321/0.3346, 0.3341/0.3364 & 0.3346/0.3346, 0.3364/0.3364 \\
0.3313/0.3346, 0.3316/0.3364 & 0.9923, 0.9932
\end{bmatrix} = \begin{bmatrix}
1.0000, 1.0000 \\
0.9899, 0.9857
\end{bmatrix} \]

Using \( \alpha \)-cut, we get the two bba’s as follows

**TABLE V.** \( m_1(.) \) AND \( m_2(.) \) BBA’S.

<table>
<thead>
<tr>
<th>Focal elem &amp; bba’s</th>
<th>( m_1(.) )</th>
<th>( m_2(.) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T_2 )</td>
<td>0.0077</td>
<td>0.0068</td>
</tr>
<tr>
<td>( T_1 \cup T_2 )</td>
<td>0.0020</td>
<td>0.0075</td>
</tr>
<tr>
<td>( T_1 \cup T_2 \cup T_3 )</td>
<td>0.9899</td>
<td>0.9857</td>
</tr>
</tbody>
</table>

Combining \( m_1(.) \) and \( m_2(.) \) by Dempster’s rule gives
\[ m_e(T_2) = 0.0114, m_e(T_1 \cup T_2) = 0.0098, m_e(T_1 \cup T_2 \cup T_3) = 0.9757. \]

Using \( BetP(.) \) transformation, we get
\[ BetP(T_1) = 0.3302, BetP(T_2) = 0.3446, BetP(T_3) = 0.3252. \]

Therefore, \( T^\text{MAP} = T_2 \) with method 1, and with Method 2
\[ T^\text{WA} = \{ \theta = 5.1220^\circ, ds = 12.2511, dt = 14.9669, M_s = 0.9020, M_t = 0.9020 \}. \]

A similar analysis has been done using PCR6 fusion rule instead Dempster’s rule. The performances of the different methods evaluated with the MSE criteria using \( T^\text{WA} \) solutions are shown on Fig. 6. As we can see in Fig. 6, image registration approach based on evidential reasoning performs better than the single transformations obtained by using different CPs. Approximately, the MSE can be reduced by 10%–15%. In the legend of Fig. 6, B-bba(DS) and FCOWA(DS) means respectively Bayesian bba modeling and Non-Bayesian bba modeling, combined with Dempster’s rule. B-bba(PCR6) and FCOWA(PCR6) have the same meaning when replacing Dempster’s rule by PCR6 rule.

Fig. 6. MSE performances of *Cameraman* images registration.

- Results with the *Tai-Lake* images

We did a similar analysis on *Tai-Lake* images \(^{10}\) with three sets of CPS shown in Fig. 7. The transformations \( T^\text{WA} \) obtained by using the different sets of CPS with PCR6 and Dempster’s rule, and with Bayesian and Non-Bayesian bba modelings are listed in Table VI. The last row of TABLE VI (and of the next Tables) corresponds to the true parameters that have been used to generate the sensed image from the reference image. By using different transformations obtained respectively on the sensed image in grey scale, we can calculate the error with the reference image. The MSE performances of the image registration solutions are illustrated in Fig. 8. As we can see in Fig. 8, the image registration based on evidential reasoning performs better than the single transformations obtained by using different each set of CPs. Approximately, MSE value can be reduced by 3%–8% with our image registration approach. \( T^\text{MAP} = T_1 \) is also noted in Fig. 8.

---

\(^{10}\) It can be downloaded from [http://baike.baidu.com/view/1596.htm](http://baike.baidu.com/view/1596.htm)

**TABLE VI.** TRANSFORMATIONS OBTAINED FOR IMAGES OF ‘TAI-LAKE’.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Translation: ((ds, dt))</th>
<th>Rotation: (\theta)</th>
<th>Scaling: ((M_x, M_y))</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T_1 )</td>
<td>((11.5307, 7.7504))</td>
<td>(5.9084)</td>
<td>((1.1000, 1.1000))</td>
<td>(0.01900)</td>
</tr>
<tr>
<td>( T_2 )</td>
<td>((8.0331, 9.5284))</td>
<td>(4.1219^\circ)</td>
<td>((1.1031, 1.1031))</td>
<td>(0.01988)</td>
</tr>
<tr>
<td>( T_3 )</td>
<td>((13.7849, 6.3897))</td>
<td>(5.5632^\circ)</td>
<td>((1.7037, 1.7037))</td>
<td>(0.01973)</td>
</tr>
<tr>
<td>B-bba (DS)</td>
<td>((11.1262, 7.2188))</td>
<td>(5.2073^\circ)</td>
<td>((1.0922, 1.0922))</td>
<td>(0.01815)</td>
</tr>
<tr>
<td>B-bba (PCR6)</td>
<td>((11.1262, 7.2198))</td>
<td>(5.2059^\circ)</td>
<td>((1.0922, 1.0922))</td>
<td>(0.01815)</td>
</tr>
<tr>
<td>FCOWA (DS)</td>
<td>((11.1336, 7.2202))</td>
<td>(5.2145^\circ)</td>
<td>((1.0923, 1.0923))</td>
<td>(0.01815)</td>
</tr>
<tr>
<td>FCOWA (PCR6)</td>
<td>((11.1336, 7.2202))</td>
<td>(5.2145^\circ)</td>
<td>((1.0930, 1.0930))</td>
<td>(0.01815)</td>
</tr>
<tr>
<td>true</td>
<td>((10.0000, 7.0000))</td>
<td>(5.0000^\circ)</td>
<td>((1.1000, 1.1000))</td>
<td>(0.01815)</td>
</tr>
</tbody>
</table>
B. Image registration using different dissimilarity measures

Here, only the uncertainty of Type 2 related to the choice of different dissimilarity measures is considered. The grey level information of the images is used in the registration and we don’t use CPs. Only the Method 2 (Weighted Average) based on Eq. (20) is used in our analysis to give the solution of the image registration.

- Results with the Brain images
The reference and sensed Brain images are shown in Fig. 9. In this experiment, there is no scaling. The dissimilarities measures MI, NCC, PSNR are used as optimization criteria for image registration using grey-scale level. Therefore three different types of transformations $T_1$, $T_2$, and $T_3$ are obtained. According to the grey-scale level, and edge information our image registration method is applied using either Bayesian or Non-Bayesian bba’s modelings, and either Dempster’s or PCR6 rules. The estimations of parameters of the $T^{WA}$ solutions are given in TABLE VII following the steps listed in Section V. The MSE performances of different solutions are illustrated in Fig. 10. As we can see in Fig. 10, our image registration approach based on evidential reasoning performs better than the single transformations obtained by using different dissimilarity measures. Approximately, the MSE values can be reduced by 0.7%-1.7% with this new registration technique. $T^{MAP} = T_2$ is also noted in Fig. 10.

- Results with the City images

We consider the City images shown in Fig. 11. In this experiment, there is no scaling. Here MI, NCC, PSNR are used respectively in image registration (grey-scale level). According to the grey-scale, and edge information our image registration method is applied using either Bayesian or Non-Bayesian bba’s modelings, and either Dempster’s or PCR6 rules. The estimations of parameters of the $T^{WA}$ solutions are given in TABLE VIII following the steps explained in Section V. The MSE performances of different $T^{WA}$ solutions are illustrated in Fig. 12. We see that our image registration approach based on evidential reasoning performs better than the single transformations obtained by using different dissimilarity measures. Approximately, the MSE values can be reduced by 8%-12%. $T^{MAP} = T_2$ is also noted in Fig. 12.

**TABLE VII. TRANSFORMATIONS OBTAINED FOR IMAGES OF ‘BRAIN’**

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Translation: $(ds, dt)$</th>
<th>Rotation: $\theta$</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_1$ (MI)</td>
<td>(13.0867, 16.0296)</td>
<td>9.8862$^c$</td>
<td>0.01472</td>
</tr>
<tr>
<td>$T_2$ (NCC)</td>
<td>(13.0484, 15.9586)</td>
<td>9.9106$^c$</td>
<td>0.01457</td>
</tr>
<tr>
<td>$T_3$ (PSNR)</td>
<td>(12.9924, 15.9951)</td>
<td>10.1666$^c$</td>
<td>0.01472</td>
</tr>
<tr>
<td>B-bba (DS)</td>
<td>(13.0360, 15.9786)</td>
<td>9.9871$^c$</td>
<td>0.01431</td>
</tr>
<tr>
<td>B-bba (PCR6)</td>
<td>(13.0361, 15.9786)</td>
<td>9.9865$^c$</td>
<td>0.01431</td>
</tr>
<tr>
<td>FCOWA-ER(DS)</td>
<td>(13.0361, 15.9786)</td>
<td>9.9865$^c$</td>
<td>0.01431</td>
</tr>
<tr>
<td>FCOWA-ER(PCR6)</td>
<td>(13.0000, 16.0000)</td>
<td>10.0000$^c$</td>
<td>0.01431</td>
</tr>
</tbody>
</table>

**TABLE VIII. TRANSFORMATIONS OBTAINED FOR IMAGES OF ‘CITY’**

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Translation: $(ds, dt)$</th>
<th>Rotation: $\theta$</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_1$ (MI)</td>
<td>(6.7555, 9.4322)</td>
<td>8.922$^c$</td>
<td>0.01293</td>
</tr>
<tr>
<td>$T_2$ (NCC)</td>
<td>(6.5750, 8.7618)</td>
<td>8.922$^c$</td>
<td>0.01206</td>
</tr>
<tr>
<td>$T_3$ (PSNR)</td>
<td>(6.5204, 8.3016)</td>
<td>8.922$^c$</td>
<td>0.01434</td>
</tr>
<tr>
<td>B-bba (DS)</td>
<td>(6.5408, 8.9047)</td>
<td>8.9366$^c$</td>
<td>0.01116</td>
</tr>
<tr>
<td>B-bba (PCR6)</td>
<td>(6.5451, 8.9084)</td>
<td>8.9348$^c$</td>
<td>0.01117</td>
</tr>
<tr>
<td>FCOWA (DS)</td>
<td>(6.5451, 8.9084)</td>
<td>8.9348$^c$</td>
<td>0.01117</td>
</tr>
<tr>
<td>FCOWA (PCR6)</td>
<td>(6.0000, 9.0000)</td>
<td>9.0000$^c$</td>
<td>0.01117</td>
</tr>
</tbody>
</table>
From all the experiments done, we see that bba’s modelings do not affect strongly the MSE performances. Our analysis shows that FCOWA Non-Bayesian bba modeling is the best choice. One sees also that the choice of the combination rule does not affect seriously the MSE performances because the effect of the fusion rule is lower compared with the diversity of the different information sources. In our approach, the diversity originates from the different levels of information used (i.e. the grey-scale level and the feature level).

**VII. CONCLUSIONS**

In this paper, a new image registration method based on evidential reasoning is developed. Two types of uncertainty that can enter in the image registration are taken into account and modeled by belief functions. The information of grey-level and edge feature are jointly used to provide a better solution to the image registration problem thanks to basic belief assignments (bba’s) modelings and fusion rules. The experimental results show that this new approach improves the precision of the image registration. The generation of bba’s is crucial in the applications involving belief functions but there is no general theoretical method for bba generation. In this paper, we have proposed, in the image registration context, two bba’s modelings (Bayesian, and Non-Bayesian) and we have evaluated their performances. It should be noted that although what we have used are all grey-scale images, our proposed approach can also be easily applied to the color images. At least we can homogenize and normalize the different color maps, i.e., convert color images to grey-scale images. Then the technique proposed as for grey images can also work. In future, we will work on the direct use of color images in evidential reasoning based image registration. In this work, the proposed image registration method works independently with each type of uncertainty (the uncertainty in the choice of sets of CPs, or the uncertainty in the choice of dissimilarity measures). A global image registration method dealing simultaneously with both types of uncertainty is under development and will be presented in a forthcoming publication.
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