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Abstract—We present a solution to the problem of simultaneous localization and mapping (SLAM) based on Dempster-Shafer theory. While several works on the mapping problem based on belief functions exist, none of these approaches deal with the full SLAM problem. In this paper, we derive an evidential version of the FastSLAM algorithm based on a Rao-blackwellized particle filter where belief functions are used for representing a grid map of the robot’s environment. The resulting algorithm includes the probabilistic FastSLAM solution as a special case without changing its computational complexity. Due to the additional dimensions of uncertainty provided by belief functions, generated maps explicitly show missing information and conflicting sensor measurements. We evaluate our approach using a simulated robot with sonar sensors, for which we derive evidential forward and inverse models. We compare maps obtained by different combination rules and show that the evidential solution outperforms the Bayesian one regarding the resulting localization error.

I. INTRODUCTION

One of the fundamental prerequisites for providing mobile robots with autonomous capabilities is the development of effective solutions to the SLAM problem [1]. During SLAM, the robot has to acquire a map of its environment while localizing itself with respect to that map at the same time, resulting in a joint estimation problem. A particularly successful algorithm for the SLAM problem is FastSLAM [2], which scales well to large environments. This is accomplished via a technique called Rao-Blackwellization, by which the joint estimation problem is factored into a path estimation and a conditional mapping problem [3]. The former is solved using a particle filter while the latter can be solved analytically when conditioned on a particular path.

The original FastSLAM algorithm creates a landmark-based representation of the environment in which each landmark is tracked using a separate Kalman filter. A popular alternative to landmark-based representations are occupancy grid maps [4]. Here, the environment is discretized into cells which have a probability of being occupied. Grid maps work particularly well in combination with range sensors like sonar. Another advantage of grid maps is that free space is represented explicitly, making them ideal for navigation. Two applications of FastSLAM to grid mapping are described in [5] and [6].

The occupancy state of each cell in a grid map is usually described by a probability. Dempster-Shafer theory with its belief function formalism constitutes a powerful extension of the classical probability calculus [7]. Belief functions make additional dimensions of uncertainty explicit: missing evidence and conflicting evidence. This is a result of allowing belief mass assignment to arbitrary subsets of a hypothesis space, thereby removing the additivity requirement of probabilities. With belief functions being defined over the power set, a limiting factor for the framework’s popularity has been its computational complexity. However, this is not an issue when considering cells that are either occupied or empty, which is why there exist several works where belief functions are used for modeling the occupancy belief in grid maps [8], [9], [10].

All of these works only tackle the mapping aspect of SLAM and ignore the localization part. Our aim in this paper is therefore to develop a Dempster-Shafer-based algorithm for the full SLAM problem that produces 2D grid maps. Our approach resembles the original FastSLAM algorithm and in fact reduces to it in the probabilistic special case. We use a Rao-Blackwellized particle filter for factoring the SLAM problem into a partially probabilistic localization problem and an evidential mapping problem conditioned on the robot’s estimated path. As a result, we obtain maps that contain additional information about the underlying uncertainty. On the one hand, belief functions can express ignorance about the occupancy state of a cell by assigning belief mass to the disjunction of occupied and empty. On the other hand, by using unnormalized belief functions, we gain a representation of the amount of conflict between sensor measurements, both over time and between different sensors.

The paper is structured as follows. In the next section, the equations underlying the evidential FastSLAM approach are derived both for localization and for mapping, and the resulting particle filter algorithm is described. In section 3, evidential forward and inverse models for sonar are presented. In section 4, we show maps generated by different combination rules and compare the corresponding localization error. Finally, in section 5, we discuss some of the key properties of our approach and point out possible extensions.

II. EVIDENTIAL FASTSLAM

The aim during SLAM is to compute the joint distribution over the map $Y$ and the robot’s current pose $x_t$ given all sensor measurements $z_{0:t} = z_0, \ldots, z_t$ and robot controls $u_{1:t}$.\footnote{We use lower-case letters to denote probabilistic random variables and upper-case letters to denote evidential variables.} Here, a control $u_t$ describes the change between pose $x_{t-1}$ and $x_t$. In FastSLAM, one does not only consider the current pose but the entire path $x_{0:t}$. We assume that the marginal distribution over the robot’s path can be modeled as a probability density because (i), unlike in the mapping case, there is no practical
reason to explicitly model ignorance and (ii) it would be computationally infeasible (without further restrictions) with poses being continuous. Using this assumption, the joint mass function \( m(Y, x_0:t | z_{0:t}, u_{1:t}) \) over map and path can be factored into a probabilistic localization problem and a conditional, belief-based mapping problem.

\[
m(Y, x_0:t | z_{0:t}, u_{1:t}) = p(x_0:t | z_{0:t}, u_{1:t}) m(Y | x_0:t, z_{0:t})
\]  

(1)

This factorization is a generalization of the product rule for probabilities.\(^2\) We also exploit the fact that, given the path, the map \( Y \) becomes conditionally independent of the control information \( u_{1:t} \). In the algorithm described below, the path distribution is approximated using a particle filter whereas the map, conditioned on a specific path, is updated analytically.

A. Localization

Because the robot’s pose is modeled probabilistically, the localization is quite similar to classical Markov localization [11]. By applying the generalized Bayesian theorem [12] to \( p(x_0:t | z_{0:t}, u_{1:t}) \), the probability distribution can be factored into the plausibility of the current measurement \( z_t \) and a probabilistic prior reflecting all information except for \( z_t \).

\[
p(x_0:t | z_{0:t-1}, u_{1:t}) \propto p(z_t | x_0:t, z_{0:t-1}) p(x_0:t | z_{0:t-1}, u_{1:t})
\]  

(2)

The distribution \( p(x_0:t | z_{0:t-1}, u_{1:t}) \) is referred to as the proposal distribution. Like before, knowing the path makes the controls \( u_{1:t} \) conditionally independent of \( z_t \), which is why they are omitted. The crucial part here is \( p(z_t | x_0:t, z_{0:t-1}) \), which states how likely a measurement is given all previous measurements. Though the distribution over paths is a probability density, the distribution over \( z_t \) can be a plausibility (density) function due to the generalized Bayesian theorem. If provided with a map \( Y \) and assuming the environment does not change over time, one could exploit conditional independence and the plausibility would reduce to \( p(z_t | x_t, Y) \). Obviously we do not know the true map during SLAM, however, we do have a belief distribution obtained during mapping and thus we can condition the plausibility on the map.

\[
p(z_t | x_0:t, z_{0:t-1}) = \sum_{Y \subseteq \Theta^M_Y} p(z_t | x_t, Y) m(Y | x_0:t-1, z_{0:t-1})
\]  

(3)

Here, \( p(z_t | x_t, Y) \) represents the forward sensor model, which we describe in the next section. At first, this equation may appear intractable because of the sum over the power set of the space of all possible maps \( \Theta^M_Y \) (\( \Theta_Y \) represents the two-element hypothesis space of a single grid cell and \( M \) denotes the total number of cells). However, as shown below, by making an independence assumption between grid cells, the expression can be computed with linear complexity.

The proposal distribution \( p(x_0:t | z_{0:t-1}, u_{1:t}) \) in Eq. (2) can be expressed in terms of a motion model and a prior representing the posterior of the previous time step \( t - 1 \).

\[
p(x_0:t | z_{0:t-1}, u_{1:t}) = p(x_t | x_{t-1}, u_t) p(x_{0:t-1} | z_{0:t-1}, u_{1:t-1})
\]  

(4)

By assuming that the robot’s path can be modeled as a Markov chain, the motion model only depends on the previous time step. This allows the localization belief to be updated recursively.

B. Grid Mapping

The map belief \( m(Y | x_{0:t}, z_{0:t}) \) in Eq. (1) is conditioned on the entire path, which is why the individual grid cells can be considered to be approximately independent. This allows us to apply Dempster’s rule of combination to split up the joint map belief into \( M \) marginal mass functions for each cell \( Y_i \).

\[
m_Y(\cdot | x_{0:t}, z_{0:t}) = \bigoplus_{i=1}^M m_{Y_i}(\cdot | x_{0:t}, z_{0:t})
\]  

(5)

This simplification greatly reduces complexity because, in this case, each mass function is only defined over the power set of \( \Theta_{Y_i} = \{o, \neg o\} \) where \( o \) denotes an occupied cell state. Compared to probabilistic grid mapping, this provides two additional parameters for representing uncertainty about a cell: mass on \( \Theta_{Y_i} \), reflecting ignorance about the cell’s state, and mass on \( \emptyset \), reflecting the amount of conflict between measurements related to the cell.

Each sensor measurement \( z_t \) is assumed to be conditionally independent of all other measurements given the corresponding pose \( x_t \) and the map \( Y \). The belief for a single cell \( Y_i \) can therefore be updated recursively using, for instance, the (unnormalized) conjunctive rule of combination \( \oplus \) (which allows mass on \( \emptyset \)). However, as we show in section IV, other combination rules can be used as well. Each new measurement \( z_t \) induces its own mass function \( m(Y_i | x_t, z_t) \), which is combined with the prior belief.

\[
m_{Y_i}(\cdot | x_{0:t}, z_{0:t}) = m_{Y_i}(\cdot | x_{1:t-1}, z_{1:t-1}) \oplus m_{Y_i}(\cdot | x_t, z_t)
\]  

(6)

The belief \( m(Y_i | x_t, z_t) \) denotes the inverse sensor model (see next section) and it provides a local map given a single measurement.

C. Algorithm

The basic idea underlying the original FastSLAM algorithm is to use a particle filter for maintaining a set of particles over time, each representing an entire sequence of poses along with a corresponding map of the environment. In our case, the map \( Y \) is described by a belief function \( m(Y | x_{0:t}, z_{0:t}) \), expressing the occupancy state of each grid cell. The particle set \( \mathcal{P}_t \) at time \( t \) consists of \( N \) tuples \( (x_{0:t}^{(k)}, Y_t^{(k)}) \) with \( 1 \leq k \leq N \) where \( Y_t^{(k)} \) represents the map belief.

Our evidential version of the FastSLAM algorithm is very similar to the original algorithm, with the exception that the forward model returns a plausibility and the map is updated by means of a combination rule (e.g., by the conjunctive rule of combination). New measurements \( z_t \) are incorporated into the particle set via importance weighting and a subsequent resampling step [13]. The particle set \( \mathcal{P}_t \) at time \( t \) is computed recursively from the set \( \mathcal{P}_{t-1} \) in the following way:

1) Sample from the motion model \( x_t^{(k)} \sim p(x_t | x_{t-1}^{(k)}, u_t) \) in order to incorporate control \( u_t \). The resulting samples

\[
\]
2) Compute an importance weight \( w_i^{(k)} = p(l(z_t|x_t, z_{0:t-1})) \) for each particle in \( \mathcal{P}_t \) using the map belief \( Y_i^{(k)} \) (see next section). These weights are added to the corresponding particles in \( \mathcal{P}_t \).

3) Update the map belief \( Y_i^{(k)} \) using the inverse model \( m(Y|x_t^{(k)}, z_t) \) and an appropriate combination rule.

4) Re-sample particles from \( \mathcal{P}_t \) with probability proportional to the importance weights. This results in the final (unweighted) particle set \( \mathcal{P}_t \) representing the joint path/map belief reflecting all collected evidence.

Though each particle represents an entire path, one can see that only the previous pose is actually used. If not interested in the entire path, one can simply remove all previous poses from a particle, thus keeping the particle size constant over time. In case the importance weights and the map update can be computed efficiently, the algorithm is generally fast enough to be run in real-time. This is because using belief functions only causes a constant performance overhead compared to probabilistic FastSLAM.

III. FORWARD AND INVERSE SENSOR MODEL

During both localization and mapping, the robot requires models relating sensor measurements to its pose (localization) as well as to the map (mapping). The former is based on the forward sensor model while the latter is based on the inverse sensor model. These models obviously depend on the specific sensor and, throughout this paper, we focus on sonar. We choose sonar sensors because they provide range measurements about the environment that can be naturally translated into a grid map and because they are subject to significant amounts of uncertainty, making them particularly interesting for an evidential approach. However, the evidential FastSLAM algorithm presented in this paper is not tied to a specific type of sensor and one could just as well devise evidential models for other kinds of sensors. We first define the forward sensor model, both for the case where the map is known and for the case where it is described by a belief function. It turns out that the inverse model can be directly derived from the forward model. Note that readers may safely skip the mathematical derivations presented in this section because they are not essential to understanding the general ideas.

A. Forward Model

The forward model \( p(l(z_t|x_t, Y) \) specifies the plausibility of a measurement \( z_t \) given the current pose \( x_t \) and a map \( Y \subseteq \Theta_M \). Sonar sensors sometimes produce entirely random range measurements. Let \( R \subseteq \Theta_R = \{r, \neg r\} \) denote whether a measurement is random and let \( 0 \leq \epsilon_r < 1 \) denote the maximum chance of receiving a random measurement. We then have the simple support function \( m(\neg r) = 1 - \epsilon_r, m(\Theta_R) = \epsilon_r \). We set \( p(l(z_t|x_t, Y, r) = 1 \) for any \( z_t \), thereby expressing that any measurement is equally likely in the random case \( R = \{r\} \). Using the disjunctive rule of combination [12], we can easily compute \( p(l(z_t|x_t, Y, \Theta_R) \):

\[
\begin{align*}
pl(z_t|x_t, Y, \Theta_R) & = 1 - \prod_{R \in \Theta_R} (1 - pl(z_t|x_t, Y, R)) = 1. \\
\end{align*}
\]

This plausibility is 1 for any \( z_t \) because it includes the random case. By conditioning the forward model on \( R \), we obtain:

\[
\begin{align*}
pl(z_t|x_t, Y) & = \sum_{R \in \Theta_R} pl(z_t|x_t, Y, R) m(R) \quad (8) \\
& = (1 - \epsilon_r) pl(z_t|x_t, Y, \neg r) + \epsilon_r. \quad (9)
\end{align*}
\]

This equation simply states that any measurement has a plausibility of at least \( \epsilon_r \). Note that for \( z_t \in \mathbb{R} \), one could not define an equivalent probabilistic model without an upper bound for \( z_t \) because this would require defining a uniform distribution on \( \mathbb{R} \), which is not possible.

For the non-random case, we first define \( \hat{Y}_{1:M} \) as the sequence of cells located in the measurement cone sorted in ascending order by their distance from the current pose. Here, \( \hat{M} \) denotes the number of cells inside of the measurement cone (by definition, cells outside of the measurement cone can not influence the measurement). For notational convenience, we omit \( x_t \) and \( \neg r \) by setting \( pl(z_t|\hat{Y}_{1:M}) := pl(z_t|x_t, Y, \neg r) \) (the state is indirectly represented by the sequence \( \hat{Y}_{1:M} \) anyway due to the ordering by distance). Furthermore, we write \( o_k \) as a shorthand for denoting that the \( k \)-th cell is occupied.

We make the simplifying assumption that a sonar sensor always measures the closest occupied cell. Because range measurements are subject to noise, we model their distributions as Gaussians. If the \( k \)-th cell causes a measurement, ignoring all other cells, we have a Gaussian measurement likelihood located at the \( k \)-th cell with some variance \( \sigma_z^2 \). In contrast, if all cells are empty, a sensor is assumed to return a maximum range value \( z_{\text{max}} \).

\[
\begin{align*}
pl(z_t|o_k) & = \alpha N(z_t; \mu_k, \sigma_z^2) \\
pl(z_t|\hat{Y}_{1:M} = \{\neg o\}) & = 1_{z_t = z_{\text{max}}}. \quad (10) \\
\end{align*}
\]

The normalization constant \( \alpha \) is necessary to assert that the likelihood is bounded by 1 because it is treated as a plausibility. The indicator function \( 1_{z_t = z_{\text{max}}} \) returns a likelihood of 1 for the max range value \( z_{\text{max}} \) and 0 for all other values.

The constraint of always measuring the closest occupied cell allows us to state two independence properties. First, any cell after the first occupied cell is irrelevant. Second, any empty cell in front of the first occupied cell is irrelevant.

\[
\begin{align*}
pl(z_t|\hat{Y}_{1:M}) & = pl(z_t|\hat{Y}_{1:k}) \quad \text{if } \hat{Y}_k = \{o\} \quad (12) \\
pl(z_t|\hat{Y}_{k:M}) & = pl(z_t|\hat{Y}_{k+1:M}) \quad \text{if } \hat{Y}_k = \{\neg o\} \quad (13)
\end{align*}
\]

By exploiting these independence properties, the forward model can be computed by recursively applying the disjunctive
**Rule of combination to the likelihood \( pl(z_t|\hat{Y}_{k:M}) \).**

\[
pl(z_t|\hat{Y}_{k:M}) = 1 - \prod_{\hat{y}_k \in Y_k} (1 - pl(z_t|\hat{y}_k, \hat{Y}_{k+1:M})) \quad (14)
\]

\[
= pl(z_t|\hat{Y}_{k+1:M}) \quad \text{if } \hat{Y}_k = \{o\}
\]

\[
= pl(z_t|\hat{Y}_{k:1:M})(1 - pl(z_t|\hat{o}_k)) \quad \text{if } \hat{Y}_k = \{-o\}
\]

\[
+ pl(z_t|\hat{o}_k) \quad \text{if } \hat{Y}_k = \emptyset_Y
\]

The recursion ends at the first strictly occupied cell due to independence property (12), in which case a likelihood according to (10) is returned. Empty cells are ignored because of independence property (13) while the \( \emptyset_Y \) case is a disjunction of the occupied and empty cases. If there are no strictly occupied cells, the recursion ends at \( k = M \) with the max range case defined by Eq. (11).

In the case of localization, the forward model must be conditioned on the map as shown in Eq. (3) because the map generally contains uncertainty. Though the mass functions describing the map can be unnormalized (depending on the combination rule), for localization, we always normalize them in advance. This is because we only allow mass on the empty set for representing conflict in the map and not because we make an open world assumption regarding cells [14]. This is why the case \( \hat{Y}_k = \emptyset \) is omitted in Eq. (14). To simplify notation, we set \( m(\hat{Y}_i) := m(\hat{Y}_i|x_{1:t-1}, z_{1:t-1}) \) and first ignore the possibility of entirely random measurements. We define the conditioning of the forward model with the map starting at cell \( k \) (the map belief can be factored due to cell independence) as:

\[
S_k = \sum_{\hat{y}_k \subseteq \emptyset_Y} \sum_{\hat{Y}_{k:M}} m(\hat{y}_k) \cdot pl(z_t|\hat{y}_k, \hat{Y}_{k:M}) \quad (15)
\]

Using the same independence properties as before, we can recursively compute the likelihood of a new measurement when all we have is a belief distribution over possible maps.

\[
S_k = \sum_{\hat{Y}_k \subseteq \emptyset_Y} m(\hat{Y}_k) \cdot \begin{cases} pl(z_t|\hat{y}_k) & \text{if } \hat{y}_k = \{o\} \\
S_{k+1} & \text{if } \hat{y}_k = \{-o\} \\
S_{k+1}(1 - pl(z_t|\hat{o}_k)) & \text{if } \hat{Y}_k = \emptyset_Y \\
+ pl(z_t|\hat{o}_k) & \text{if } \hat{Y}_k = \emptyset_Y \end{cases}
\]

\[
= S_{k+1}(pl(\hat{Y}_k = \{o\}) - m(\hat{Y}_k = \emptyset_Y)pl(z_t|\hat{o}_k))
\]

\[
+ pl(\hat{Y}_k = \{o\})pl(z_t|\hat{o}_k)
\]

\[
= S_{k+1}(pl(\hat{Y}_k = \{o\}) - m(\hat{Y}_k = \emptyset_Y)\epsilon_Y) + \epsilon_Y
\]

Apart from the fact that the different cases have to be weighted by the corresponding map belief and subsequently summed over, this expression is identical to Eq. (14). It can thus be recursively computed in the same fashion (the recursion terminates with \( S_{M+1} = 1 \)). By also accounting for random measurements (described by the parameter \( \epsilon_r \)), the final measurement likelihood \( pl(z_t|x_{1:t}, z_{1:t-1}) \) for the uncertain map case is obtained by:

\[
pl(z_t|x_{1:t}, z_{1:t-1}) = (1 - \epsilon_r)S_1 + \epsilon_r. \quad (17)
\]

Fig. 1 shows the forward model for a map without uncertainty and for one with uncertainty. In the former case, the \( \emptyset_Y \) cells cause high likelihoods for the \( z_t \), but because these cells represent the disjunction of empty and occupied, the likelihoods for non-empty cells at greater distances do not decrease. This only happens after the first occupied cell at \( z_t = 11 \). In contrast, for the uncertain map case, we assume half the mass of each cell is assigned to empty, allowing for the possibility of cells behind a partially occupied cell to be the cause of a measurement. Therefore, the plausibilities do not drop off entirely after the first occupied cell. Both plausibility functions are bounded below by \( \epsilon_r = 0.2 \) because any \( z_t \) has at least this much plausibility due to random measurements. The peak at the very right of the uncertain map case is caused by reaching \( z_{\text{max}} \).

**B. Inverse Model**

The inverse sensor model \( m(Y_i|x_t, z_t) \) provides a belief distribution for each cell in the measurement cone (outside we simply set \( m(\emptyset_Y|x_t, z_t) = 1 \)). While several belief-based inverse models have been proposed in the literature [8], [9], we obtain our model in a more principled manner by deriving it from the forward model.

As in the case of the forward model, we only consider cells within the measurement cone and we sort cells by their distance (and as a consequence, omit the pose). Unfortunately, it is not possible to directly construct the inverse model by applying the generalized Bayesian theorem to the forward model because the forward model requires the entire map and, in the case of the inverse model, we are only considering a single cell.

This is why we introduce a cause variable \( C \subseteq \Theta_C, C \neq \emptyset \) representing the possible causes for a measurement \( z_t \) (we assume there is exactly one cause). Either a measurement \( z_t \) is caused by an occupied cell \( k \) in the measurement cone (denoted by \( c_k \)) or, if no cells are occupied, the sensor returns.
\[ m(\hat{Y}_i | z_i) = \sum_{R \subseteq \Theta_R} m(R) \sum_{C \subseteq \Theta_c} m(C | z_i) m(\hat{Y}_i | C, R). \quad (18) \]

The distribution of \( \hat{Y}_i \) is conditionally independent of measurement \( z_i \) if both \( C \) and \( R \) are known. In addition, the question whether \( z_i \) is random is independent of \( \hat{Y}_i \) itself, therefore it is also omitted in \( m(R) \). Finally, the distribution of causes \( C \) is by definition independent of \( R \).

The mass function \( m(\hat{Y}_i | C, R) \) simply expresses the constraint of always measuring the first occupied cell in the non-random case.

\[ m(\hat{Y}_i = \hat{y}_i | C, R) = \begin{cases} \{o\} & \text{if } R = \{\neg r\} \land C = \{c_i\} \\ \{\neg o\} & \text{if } R = \{\neg r\} \land C \subseteq C_{k>i} \\ \theta_Y & \text{else} \end{cases} \quad (19) \]

\[ C_{k>i} := \{c_k | k > i\} \quad (20) \]

If \( c_i \) is the measurement cause (and the measurement is not random), the \( i \)-th cell must be occupied. Any additional cause (e.g., \( C = \{c_i, c_j\}, j \neq i \)) would, via the disjunctive rule of combination, result in \( \hat{Y}_i = \Theta_Y \). For the case \( \hat{Y}_i = \{\neg o\} \), only subsets from \( C_{k>i} \) constitute possible causes (some cell \( k \) with \( k > i \) caused the measurement), implying that cell \( i \) is empty. In all remaining cases, the state of cell \( i \) can not be determined and all mass is consequently assigned to \( \Theta_Y \).

With this definition of \( m(\hat{Y}_i | C, R) \) and the definition of \( m(R = \{\neg r\}) = 1 - \epsilon_r \) from the forward model, the masses on occupied and empty can be computed in the following way (the mass on \( \Theta_Y \) simply results from normalization):

\[ m(\hat{Y}_i = \{o\} | z_i) = (1 - \epsilon_r) m(C = \{c_i\} | z_i) \quad (21) \]

\[ m(\hat{Y}_i = \{\neg o\} | z_i) = (1 - \epsilon_r) \sum_{C \subseteq C_{k>i}} m(C | z_i) \]

\[ = (1 - \epsilon_r) bel(C = C_{k>i} | z_i) \quad (22) \]

The distribution \( m(C | z_i) \) is obtained by applying the generalized Bayesian theorem to the forward model. However, we only consider the map belief marginalized to single cells and different cells can have the same distance with respect to the robot. In this case, mass would only be assigned to the disjunction of the corresponding causes by the generalized Bayesian theorem (see Eq. (24)). If we would consider the joint distribution over cells, this assignment would be fine (and in fact desirable). But because we can only handle the marginal belief over single cells, we need a mechanism ensuring that, even for equidistant cells, the belief for cause \( c_i \) can become greater than 0. This is why we introduce a prior \( m_0 \) on \( \Theta_C \) assigning at least some mass \( \pi_c \) strictly to the current cell as a measurement cause while the rest is assigned to \( \Theta_C \):

\[ m_0(C = \{c_i\}) = \pi_c \quad (23) \]

If both \( \epsilon_r \) and \( m_0 \) are small, the belief over single cells becomes very uncertain. In this case, the measurement is random (+) and the belief becomes independent of \( \Theta_Y \). The prior \( m_0 \) only needs to be high if the robot is close to the measurement location and it is seen in front of the robot.

Fig. 2. Inverse sensor model for a measurement of \( z_i = 2 \). The upper part shows the resulting 2D belief distribution over cells \( m(o), m(\neg o), \) and \( m(\Theta_Y) \) from left to right where darker colors indicate higher values. In the lower part, one can see a one-dimensional projection of the belief distribution as a function of the distance from the robot.
which indicates the high ignorance in this area resulting from measurement noise. Also visible are the “fuzzy” borders at the sides. This is a result of discounting (not shown in the equations), which we use to allow for a smoother transition between cells located inside the measurement cone and cells located outside. Like in the forward model, the parameter $\epsilon_r$ forms a lower bound for the mass assigned to $\Theta_Y$.

IV. EXPERIMENTAL RESULTS

In order to evaluate our approach, we use a simulated mobile robot equipped with 8 sonar sensors. Sonar and odometry measurements were recorded for a specified path and, in order to maintain comparability, the same data is used for all our tests. We compare different combination rules for incorporating new measurements into the map according to Eq. (6). In particular, we use the conjunctive rule of combination, Dempster’s rule, Yager’s rule [16], the cautious rule [17], and Bayesian updating. Throughout all tests, we use 300 particles.

Fig. 3 shows a map resulting from each combination rule. The depicted maps are the ones with the highest cumulative importance weights, i.e., the ones that best fit all measurements. For each map, the mass on $\{o\}$, $\{-o\}$, $\Theta_Y$, and $\emptyset$ is shown if the information is available. Regardless of the combination rule, the evidential FastSLAM algorithm is able to capture the essential layout of the environment and manages to successfully close the loop when the robot returns to its initial position.

Among the combination rules considered here, the conjunctive rule is the only one yielding mass on $\emptyset$ and is therefore the only rule allowing for a representation of conflicting evidence. As seen, there is significant conflict in the vicinity of obstacles due to both measurement noise and in some cases localization errors. In general, the conflict is a good indicator for areas that are potentially unsafe because at least some measurements contradict each other regarding the existence of an obstacle. In contrast, the high mass values assigned to $\Theta_Y$ in areas the robot did not observe makes the lack of information explicit. Dempster’s rule is identical to the conjunctive rule apart from normalization, which is why there is no conflict representation for Dempster’s rule. The resulting map is therefore practically identical and is only shown for completeness.

In Yager’s rule, all mass that would be assigned to the empty set by the conjunctive rule is instead assigned to the universal set $\Theta_Y$. The result is a map with more mass assigned to $\Theta_Y$ around obstacles, expressing the undecidedness of the robot about these cells. Additional measurements in these areas by a less noisy sensor would therefore quickly change the belief.

The cautious rule explicitly allows for dependencies between pieces of evidence. Here, it means that the robot remains much more cautious (hence the name) about areas in the map associated with conflicting measurements. Instead of committing to either empty or occupied, as Dempster’s and Yager’s rule (to a degree) eventually tend to do after sufficiently many measurements, most mass is assigned to $\Theta_Y$. This can be particularly desirable when combining the resulting map with one obtained by a different, potentially more precise sensor, in which case this “conservative” estimate makes the limited sonar sensor quality explicit.

For comparison, we also show a map generated using Bayesian updating. In order to maintain comparability between the different approaches, we use the same forward and inverse models and only initialize the map with a uniform Bayesian prior. By using Dempster’s rule, the approach then reduces to a probabilistic grid mapping one. In the resulting map, some of the structures visible in the other maps are missing. While this could be due to suboptimal parameters, there is no indication of a possible problem in these areas (like in the other maps with mass assigned to $\emptyset$ or $\Theta_Y$), with almost all probabilities expressing very high certainty.

In order to evaluate the performance of the different rules, we compare their localization error. Fig. 4 shows the localization error corresponding to the particles with the highest cumulative importance weights. As seen, all rules exhibit an increasing localization error until the robot approaches its initial position, where the error decreases again. The evidential rules consistently outperform the Bayesian update rule, in particular the conjunctive rule has a significantly lower localization error.

V. DISCUSSION

In this paper, we have developed an evidential version of the FastSLAM algorithm for grid mapping. The joint belief over the robot’s path and the map is assumed to be a hybrid distribution composed of a probability density over paths and a set of belief functions describing the occupancy state of grid cells. Based on this assumption, the joint distribution is factored into its two components and a Rao-Blackwellized particle filter is used for computing the joint belief efficiently. With probabilistic sensor models, our approach would reduce to the probabilistic version of FastSLAM.

Compared to the original FastSLAM algorithm, the evidential algorithm only has a constant computational overhead, which is caused by the additional parameters for each cell. At the same time, these parameters can provide important information, effectively adding two additional dimensions of uncertainty: ignorance about a cell’s state and conflict between sensor measurements. A particular advantage of being able to explicitly express ignorance is that it frees one from specifying an occupancy prior, which can be difficult to obtain and is often environment-specific. In contrast, the conflict can be a good measure for “problematic” areas in the map that may require additional measurements in order to reach a higher level of confidence [18]. For navigation, this more nuanced representations of uncertainty could be used for planning safe paths by avoiding conflicting areas. The distinction between conflict and ignorance could also be useful for a robot that tries to actively gather information about its environment. This is because using a probabilistic representation, a near-uniform distribution can mean two fundamentally different

3The use of belief functions can also be viewed as a fuzzification of a four-valued logic, consisting of the truth values true, false, unknown, and contradictory.
Fig. 3. Maps generated by different combination rules. Each row of images corresponds to the most likely map generated by a given combination rule. The images within each row represent the different components of a map, in particular (from left to right) the mass on occupied, empty, $\Theta_Y$, and $\emptyset$. The mass on $\Theta_Y$ represents the ignorance while the mass on $\emptyset$ represents the conflict (not all combination rules yield mass on $\Theta_Y$ or $\emptyset$). In addition, the estimated path of the simulated robot is shown for each combination rule. Each run was performed using 300 particles and we only show the map with the highest cumulative importance weight.
things: either there have been no measurements at all or the measurements could be entirely contradictory, in which case simply collecting more measurements might not help.

Though the algorithm presented in this paper was shown to successfully generate maps, there are several points that should be addressed by future research. A weakness of the original FastSLAM algorithm, from which our approach suffers as well, is its strong reliance on the quality of the proposal distribution, which is usually generated based on the robot’s controls. This is why the authors of the original algorithm proposed an improved version FastSLAM 2.0 [19], which incorporates the latest measurement into the proposal distribution, thereby improving the proposal distribution. Another practical issue regarding the presented sensor models is the choice of model parameters. A promising alternative would therefore be to learn these models from data, which raises the interesting research question of how belief functions can be learned from data [20]. Furthermore, we plan to evaluate our approach on a non-simulated mobile robot.

One of the major advantages of the evidential approach is the ability to fuse different information sources of varying quality during mapping [21]. While we have only considered sonar sensors as a first step, this ability in fact becomes much more crucial when using different sensor types that provide complementary and partially overlapping information. The probabilistic solution to fusion in this case is usually based on an absolute independence assumption [22]. In contrast, belief functions could explicitly model the ignorance of a sensor about certain parameters of the map while the resulting conflict between different sensors could also be made explicit. Here, Dempster-Shafer theory with its different combination rules provides a powerful framework for fusing maps in an appropriate manner.
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