Abstract – Passive acoustic sensor arrays for tracking ground targets are becoming increasingly popular due to their low cost and ease of deployment. In this paper we present an algorithm for locating sensor arrays in two-dimensions in an acoustic network (or in any network where angle-only measurements are used) when external references, such as GPS or known-location targets, are unavailable. We consider sensor localization when angular measurements are taken from the sensor arrays to targets of opportunity when all sensors take measurements with respect to a common axis of unknown orientation and where the sensors can not “see” each other.

The solutions provided consist of low-complexity (generally closed-form) methods of getting initial estimates with no prior information, followed by maximum likelihood (ML) optimization to refine the estimates. Simulation shows that the accuracy approaches the Cramér Rao Lower Bound (CRLB), something that similar algorithms from previous research have been unable to achieve.

1 Introduction

Due to their low cost and ease of deployment, the use of passive acoustic sensors for target tracking, be they underwater or land-based, has been increasing in popularity. One method of building such a tracking system is to deploy arrays of sensors, whereby each array produces measurements consisting of arrival angles and classification information useful in data association (used, for example, in [10]). Another approach is to deploy individual microphones that self-assemble into arrays [15]. In this paper, we consider estimating the locations of arrays of passive acoustic sensors, that best matches the first scenario. The terms “sensor array” and “node” shall be used interchangeably.

When considering land-based systems, one can not assume that the network of satellites forming the Global Positioning System (GPS) will be available, and GPS signals can not penetrate far underwater. Many non-GPS-based location estimation algorithms designed primarily for use in underwater and wireless networks may be used. A number of families of methods as applied to sonar channels are described in [3]. These approaches typically utilize the communication characteristics between sensors and are divided into two categories: Range-based and Range-free. Range-based methods utilize range and/or bearing information of inter-sensor signals, such as the angle of arrival, the time difference of arrival, or the received signal strength. This may include the use of mobile beacons (anchors) that broadcast their locations to nearby sensors. Range-free schemes do not use this information, but may utilize moving anchor nodes that broadcast their position [6], [5], [7], [13].

We consider algorithms for node localization based upon the angle-only observations of the nodes. Such estimates are particularly useful in networks involving data MULEs (Mobile Ubiquitous LAN Extensions) [12]. In such situations, individual sensors generally have a limited broadcast range. Rather than having a network between sensors, data is periodically queried from the sensors using a data mule, some type of device that physically approaches the sensors and reads from them. In such a network, traditional methods of sensor localization, which rely on communication channels between sensors, are not applicable. Additionally, when considering wireless land-based acoustic sensors, estimates of the sensor locations obtained using acoustic data would be expected to be uncorrelated with those obtained using more traditional means. Since our method approaches the CRLB, as demonstrated in Section 4, the CRLB may be used as the measurement variance for merging the estimates.

A network where nodes observe common targets of opportunity is equivalent to a network where nodes observe certain sensors that produce no observations of their own. Using a number of anchor nodes (the minimum number to achieve observability is two), we consider sensor array registration where stationary sensors take measurements of common targets of opportunity with respect to a common, unknown coordinate axis. The targets could be one target over time, multiple targets simultaneously or any combination of the two choices. Tracking is not performed. Associa-
tion of measurement across sensors might be accomplished, for example, by utilizing acoustic patterns for classification, as has previously been done to aid acoustic tracking [10].

A maximum likelihood (ML) solution to this problem with a known axis of orientation was outlined in [8]. However, their solution does not take into account the fact that angles outside of \((-\pi, \pi)\) are equivalent to those in the aforementioned range. Without proper compensation, even with good initialization estimates will be significantly worse than the CRLB. We provide a corrected form in Section 3. In [8] the authors also did not consider the initialization of the likelihood maximization algorithm. Using a random initialization, we found that the estimates, when computed using the corrected likelihood, converged to local maxima having errors that are far worse than the CRLB, and generally are far worse than the initialization itself. Thus, in Section 2 we discuss the generation of initial estimates.

Other than [8], work considering location and orientation determination of angle-only sensor arrays has been sparse. A significant amount of work has been done regarding localizing users within cellular networks [14], with very little attention to the angle-only measurement case. In what has been done, a single user must always be in range of at least two base stations (anchor nodes). Other work has considered similar issues for cellular networks [9], whereby all users are in range of a number of anchor nodes.

Many papers dealing with sensor registration only correct for residual bias after an initial estimate has somehow been obtained. Most require full range and angle estimates (see [4] for an extensive bibliography), though some are adaptable to the range-only case [11].

Section 2 discusses methods for generating estimates when given no prior information beyond the location of at least two anchor nodes. These estimates may be used in the maximum likelihood algorithm of Section 3, which generally won’t converge to a meaningful value without a good initial estimate. All the methods are exact in the noiseless case. Section 4 shows simulation results for three noisy scenarios.

2.1 A Method of Producing Initial Sensor and Target Location Estimates

We shall begin by assuming that all measurements are taken with respect to a common, known axis, and then show in Section 2.2 how that assumption may be relaxed.

2.1.1 Jointly Estimating Sensor Array and Target Locations

The angular measurement of sensor \(i\) at time \(k\), \(\theta_i(k)\), taken with respect to a known, common axis may be expressed as follows

\[
\tan[\theta_i(k)] = \frac{t_y(k) - s_i^y}{t_x(k) - s_i^x}
\]

\[
\cot[\theta_i(k)] = \frac{t_x(k) - s_i^x}{t_y(k) - s_i^y}
\]

These equations may be rearranged to get

\[
t_x(k) \tan[\theta_i(k)] - s_i^x \tan[\theta_i(k)] - t_y(k) + s_i^y = 0 \quad (2a)
\]

\[
t_y(k) \cot[\theta_i(k)] - s_i^y \cot[\theta_i(k)] - t_x(k) + s_i^x = 0 \quad (2b)
\]

Thus, using (2a) and (2b) one can easily generate a linear system of equations that, in the absence of measurement noise, may be solved exactly for the sensor and target locations, given that enough sensors have known locations a priori. Sensors with known locations are necessary for uniqueness of a nontrivial solution and are simply put on the right-hand side of the equation.

A necessary condition for the observability of the system is that the locations of at least two sensors are known. Note that the two sensor arrays with known locations do not necessarily have to observe the same target at the same time; they need simply be linked by a number of measurements seen by connected subsets of sensor arrays.

For example, consider the presence of three sensor arrays observing a common target at times \(k_1\) and \(k_2\). We shall assume that the location of sensor arrays one and three are known a priori. We would like to determine the location of the other sensor array. Using (8a) we may write the set of equations in (3).

Thus, in this case, the location of the second sensor array and the target at both times is the solution to

\[
As = b
\]

Note that due to the use of the tangent in Equation (2a), serious estimation inaccuracies can occur if the targets used for estimation are close to \(\pm 90^\circ\) with respect to any of the
Modified Gram-Schmidt Orthonormalization Algorithm or Linearly dependent equations may be removed by using the formation, because they are not based on new observations. \( \) can be linearly independent and do not provide any new information, since they are not based on new observations. The number of possible equations that may be written depending upon which three targets are put into the equation. However, for \( N > 3 \) only \( N \) of these equations can be linearly independent and do not provide any new information, because they are not based on new observations. Linearly dependent equations may be removed by using the Modified Gram-Schmidt Orthonormalization Algorithm or other, similar methods, though, as shown in Section 4, this can hurt the performance of the algorithm.

### 2.2 Dealing with Measurements with Respect to an Unknown, Common Axis

We would like to consider the case where all sensors have the same unknown bias in their measurements. This might occur, for example, if all measurements are taken with respect to magnetic north, but the anchor node locations are given in terms of geographic north.

Consider Figure 1. In the noiseless case, if we were to remove the second anchor node and not to compensate for the bias, then Figures 1 (b), (c), and (d) are three possible solutions for the system described by \( A \mathbf{s} = \mathbf{b} \) using the equations from Section 2.1. All of the biased solutions are rotated by the bias angle. As shown in (b) and (c), the figure may be scaled about the single anchor node without changing any of the measured angles (in the case where angles are measured to targets, the apparent locations of the targets are scaled as well). Figure 1 (d) comes about due to our use of the tangent and cotangent in Section 2.1, whereby the equations do not change if all angles are flipped 180°.

In the case of only two anchor nodes, a method of estimating the sensor array locations while correcting for the unknown global rotation is as follows:

1. Find an observation from the first anchor node. Assume that it is a known fixed distance from the first anchor node (e.g. 10m). Find its location using the bias measurement under this assumption. This shall be a pseudo-anchor node.
2. Perform the sensor array location estimation as described in Section 2.1 using the biased measurements, the first anchor node and the previously determined pseudo-anchor node as an anchor node assuming that the location of the second anchor node is unknown.
3. Find the vector between the first anchor node and the true location of the second anchor node (e.g. for the scenario in 1 (a), it has been drawn). We shall call this \( \mathbf{v}_1 \). Also find the vector between the first anchor node and the apparent position of the second anchor node as given by the previous estimation (e.g. the vectors in 1 (b) or 1 (c)). The choice of the pseudo-anchor node rules out the geometry of 1 (d); we shall call this \( \mathbf{v}_2 \).
0 = s_0^T \Delta^T_{1,2}(k) + s_1^T \tan[\theta_1(k)] \Delta^T_{2,2}(k) + s_2^T \tan[\theta_2(k)] \Delta^T_{1,3}(k) + s_3^T \tan[\theta_3(k)] \Delta^T_{2,1}(k) \quad (8a)
0 = s_0^T \cot[\theta_1(k)] \Delta^T_{2,3}(k) + s_1^T \Delta^T_{3,2}(k) - s_2^T \Psi_{1,2}(k) + s_2^T \Psi_{1,3}(k) + s_3^T \Psi_{1,2}(k) \quad (8b)
0 = s_0^T \cot[\theta_1(k)] \Psi_{2,3}(k) - s_1^T \Psi_{2,3}(k) + s_2^T \Psi_{1,3}(k) + s_3^T \Psi_{1,3}(k) \quad (8c)
0 = s_0^T \cot[\theta_1(k)] \Delta^C_{3,2}(k) + s_1^T \Delta^C_{2,3}(k) + s_2^T \cot[\theta_2(k)] \Delta^C_{1,3}(k) + s_3^T \cot[\theta_3(k)] \Delta^C_{2,1}(k) \quad (8d)

Figure 1: The open circles represent the anchor sensors, whose locations are known \textit{a priori}. The array is the vector between the first and last nodes. Subfigure (a) shows the true setup of the problem. Subfigures (b), (c) and (d) show possible solutions when the second anchor node is removed and a common bias is left uncompensated.
4. Evaluate $\theta = \angle v_2 - \angle v_1$.
5. Perform the sensor array location estimation again using the adjusted angles and both of the true anchor
nodes to get a final estimate of the sensor array locations.

The algorithm finds a solution for the biased system and then compares how that solution is rotated with respect to the true system. The first step of the aforementioned method creates a pseudo anchor point to set a reference for the scaling of the true system. The first step of the aforementioned method
then compares how that solution is rotated with respect to

The likelihood function is

$$J \triangleq \sum_{i,j} \left\{ \nabla_{\theta_i, \theta_j} \lambda(\mathbf{s}, \mathbf{t}) \right\}^T \mathbf{x}_0 \lambda(\mathbf{x}_0) (19)$$

When $\nabla_{\theta_i, \theta_j} \lambda(\mathbf{s}, \mathbf{t})$ is plugged into (19), the FIM is

$$J = \frac{1}{\sigma^2} \sum_{i,j} \left[ \nabla_{\theta_i, \theta_j} \lambda(\mathbf{s}, \mathbf{t}) \right]$$

The appropriate diagonal entries of $J^{-1}$ provide a lower bound for the mean squared error (MSE) of each estimated parameter, assuming that the estimator is unbiased.

4 Simulations
4.1 The Scenario

To test the accuracy of this sensor array location estimation algorithms, we used scenarios involving ten sensors and four targets over 20 time-steps. The sensor arrays were placed in $x$ locations in the set of $\{-50, 100\}$ meters and $y$ locations in the set of $\{0, 100, 200, 300, 400\}$ meters, with the exception of the one that would have been at $(-50, 100)$, which was instead set to $(100, 100)$ in order to break the symmetry of the arrangement so that it would be clear if poor estimates flipped anything. It is the same configuration as shown in 1(a). The locations of the sensor arrays at

\[\text{This is accounts for the fact that the Gaussian distribution is defined across } (-\infty, \infty) \text{ whereas the measured angles and the inverse tangent function will be between } (0, 2\pi). \text{ It should be noted that this is an approximation, as the true PDF has an infinite number of terms. That said, for variances on the order of a few degrees it is an excellent approximation.}\]
Figure 2: The target observations for the three scenarios. The sensor location estimates for various runs are shown as circles of various colors. The anchor nodes are in the upper-right and lower-left corners.

Figure 3: The RMSE of the estimated sensor locations of the initialization algorithms for Scenario 1. In (a) the measurements are taken with respect to a common, known axis. In (b) they are taken with respect to a common, unknown axis. 1000 Monte Carlo runs were performed.
Monte Carlo run. The performance is shown in Figure 3. An unknown axis, the axis was chosen randomly for each case where the measurements are taken with respect to a common, known axis and when they are taken with respect to a common, unknown bias that had to be corrected worsened the overall performance slightly. When performing ML estimation using a least-squares initial estimate, in all geometries considered, estimates closely approached the CRLB. Our results use a model similar to that in [8]. Different from [8], we provide the means of initialization that iterative ML estimation requires, we address the (vital) issue of angle wrap-around, and we compare out results to the CRLB.

4.2 The Initialization Algorithms

We used target Scenario 1 to assess the performance of the three initialization algorithms as a function of the measurement noise covariance at the sensors from Section 2. These were the algorithm jointly estimating sensor and target locations (Section 2.1), the algorithm estimating only the target locations (Section 2.1.2) and the same algorithm whereby redundant equations have been eliminated using the Gram-Schmidt algorithm. In all cases the solution to $\mathbf{A}\mathbf{s} = \mathbf{b}$ was found using least squares. The noise generated was zero-mean Gaussian and was independent between sensors. 1000 Monte Carlo runs were performed. We considered the case where the measurements are taken with respect to a common, known axis and when they are taken with respect to a common, unknown axis. When taken with respect to an unknown axis, the axis was chosen randomly for each Monte Carlo run. The performance is shown in Figure 3.

4.3 ML Maximization

Using the three scenarios from (1), we compared the performance of the uncorrected ML algorithm of [8] with our corrected version and the CRLB. The least-squares algorithm of Section 2.1 estimating both sensor and target locations was used to provide initial estimates. All measurements were taken with respect to a common, known axis. 1000 Monte Carlo runs were performed. The results are shown in Figure 4.

5 Conclusions

We presented a number of methods of location estimation for angle-only sensors observing targets of opportunity. The best linear (least squares) solution was obtained by eliminating the target locations from the estimation and using the maximum number of possible equations. The addition of a common, unknown bias that had to be corrected worsened the overall performance slightly. When performing ML estimation using a least squares initial estimate, in all geometries considered, estimates closely approached the CRLB. Our results use a model similar to that in [8]. Different from [8], we provide the means of initialization that iterative ML estimation requires, we address the (vital) issue of angle wrap-around, and we compare out results to the CRLB.
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Figure 4: The RMSE of the estimated sensor locations of the three scenarios compared to the CRLB. In (a) we use the method of [8] that does not use the correction of (17). In (b) we use the aforementioned correction.


6 Appendix: Derivation of (8a)

Here we derive (8a), which underlies much of the algorithm. The derivations of (8b), (8c) and (8d) are performed similarly. Equation (1a) applied to the first sensor array gives us

\[
\tan[\theta_1] = \frac{y - s_1^y}{x - s_2^x} \tag{21}
\]

\[
y = s_1^y + (x - s_1^x) \tan[\theta_1] \tag{22}
\]

Substituting (22) into (1a) applied to the second and third sensor arrays gives us

\[
\tan[\theta_2] = \frac{s_1^y - s_2^y + (x - s_1^x) \tan[\theta_1]}{x - s_2^x} \tag{23}
\]

\[
\tan[\theta_3] = \frac{s_1^y - s_3^y + (x - s_1^x) \tan[\theta_1]}{x - s_3^x} \tag{24}
\]

Solving (23) for the \( x \) location of the targets gives us

\[
x = \frac{s_2^y - s_1^y + s_1^x \tan[\theta_1] - s_2^x \tan[\theta_2]}{\tan[\theta_1] - \tan[\theta_2]} \tag{25}
\]

Substituting (25) back into (24) and simplifying gives us the form of (8a).