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Abstract—GPS devices offer new opportunities for short-term traffic prediction, especially in arterial road networks where traditional fixed-location sensors are sparse or unavailable. However, GPS data is often sparse both temporally and spatially. On its own, it is often insufficient for real-time traffic prediction. Hence, we consider the fusion of two types of data for the purpose of real-time traffic fusion and prediction: GPS data that is provided as point speeds, rather than trajectories, as well as (non real-time) traffic data such as is available from fixed sensors.

I. INTRODUCTION

Real-time road traffic data fusion is an important component of modern traffic management and information systems. Reliable prediction of near-term traffic conditions in road networks allows traffic management agencies to generate proactive traffic operation strategies to alleviate congestion and allows both public agencies and private companies to provide accurate travel time estimates to road users.

In the past two decades, much research effort has been invested in developing accurate and robust traffic prediction models. The modeling approaches can be classified into parametric methods and non-parametric methods. The former category relies primarily on statistical techniques, including historical average and smoothing techniques [1], [2], autoregressive moving average models [3]–[8], and Kalman filter algorithms [9], [10]. The main non-parametric approaches published to date include non-parametric regression [11]–[13] and artificial neural networks (ANN) [14]–[19]. See [20] for a somewhat dated review of different traffic prediction models.

The above approaches have been designed in general for traffic prediction based on fixed-location data sources such as inductive loops, roadside radar sensors, and traffic cameras. When using fixed-location sensor data only, taking into account spatial and temporal correlations of traffic flow can be done in a straightforward manner. For example, traffic measurements on neighboring links can be used to formulate a univariate or multivariate linear/nonlinear prediction model.

While fixed-location traffic sensors are commonly available on expressways and other major roadways, real-time traffic data using fixed-location sensors is far less ubiquitous on urban networks. The proliferation of GPS devices in fleets of vehicles, passenger cars in the form of in-vehicle navigation systems, and more recently from applications on smart phones, has led to an increasing emphasis on using GPS data for the identification of traffic speeds on the roads. Some products exist in the marketplace to determine traffic “color maps” for GPS-enabled mobile phones equipped with dedicated applications that transmit periodically locations to a server. Such traffic estimation is related to the traffic prediction problem that we are interested in but is different in two important ways. On the one hand, we are interested in quantitative traffic prediction that produces a set of future speeds on the various road links, rather than the types of ranges produced for use on “color maps”. Secondly, we are interested in going beyond real-time traffic estimation to future traffic prediction, which in general requires more data than the real-time estimation problem.

There are two major issues in using GPS data for traffic prediction. First, disclosing detailed vehicular trajectory data is always associated with privacy and security concerns. Even if trajectory data is broadcasted in an anonymous manner, it is still possible to identify individuals from the trajectory data [21]. Hence, in some cases, GPS measurements are sampled at random times/locations/devices so that vehicular trajectories cannot be inferred. One example of such an approach is the Virtual Trip Line proposed by [22], which is essentially a spatial trigger for GPS devices to collect and report measurements when pre-defined virtual lines in the network are crossed. The data collection procedure for our study is similar in nature to the idea of Virtual Trip Line. The only difference is that sampling is performed on devices rather than on
locations. More specifically, for each given interval, only a sampled collection of GPS devices report their location and speed information. The second challenge is that traditional traffic prediction methods which are based on reliable traffic observations from fixed locations are usually inapplicable in this context. Indeed, the proportion of vehicles who disclose their location or speed information to any given application provider is typically very low and hence the amount of real-time and historical data on each road link is insufficient for standard traffic prediction approaches to apply.

The method presented in this paper is based on the approach developed for such a problem as part of the 2010 IEEE International Conference on Data Mining (ICDM) TomTom Traffic Prediction Contest for Intelligent GPS Navigation. The authors were part of the team which placed second worldwide in that contest. The remainder of this paper is structured as follows. Section 2 introduces the problem setting and the data used for developing our approach. Section 3 describes the hybrid method developed. Section 4 presents the prediction performance of the proposed method on the test data set, and Section 5 concludes the paper by summarizing the major findings.

II. Problem Setting and Data

The traffic prediction problem investigated in this paper is as follows: Suppose that GPS data is available from a sampling of drivers at random points on a road network. Suppose further that trajectory data cannot be gathered, as is the case with numerous smartphone applications that sample user locations and speeds at separate points in time far enough apart to be unable to redraw the users’ paths. This is done primarily to protect the users’ privacy as part of an opt-in approach to the application. Since the data is available only to the particular application provider, the subset of the population available to the provider is limited. In addition, given the sampling that the provider agrees to do to protect users’ privacy, the available population is reduced further still.

Because of the sparsity of available signals on all of the urban road links at all points in time, a secondary source of data is useful. Specifically, we make use of a set of additional information on average travel speeds for the links of interest, which may have been obtained from other sources but not available as a fixed-sensor-based real-time data feed. We term this data source as “historical” because in our setting they are available for the training data but not as part of the testing data set. Below is just one out of many examples of such a “historical” data source. The GPS device/smart phone service provider sends out probe vehicles or removable speed sensors to measure the actual space-mean speed on the critical links periodically (say one week per quarter) for validation and calibration purpose. To save resource, such measuring procedure can rotate over the links of interests and do not need to be performed simultaneously.

The goal, as stated previously, is to perform near-term prediction of traffic speeds on selected road links. The specific data used in this paper was obtained as part of the 2010 IEEE ICDM Traffic Prediction competition. In this case, the GPS data was generated by a traffic simulation program rather than from live users. The simulator, called the Traffic Simulation Framework (TSF), was developed at the University of Warsaw, and is based on the well-known Nagel-Schreckenberg’s cellular automata traffic flow models [23]. The functionality of TSF was described in detail in [24].

Traffic simulation was performed for the network of Warsaw, Poland (Figure 1), and contains in all 18716 nodes and 35170 links. Among the links, 8631 are classified as major roads, and 100 are further termed “critical” links. Our goal was to perform traffic prediction on the 100 critical links.

![Network of Warsaw, Poland.](image)

The simulation was run for essentially 500 simulation-hours, thereby representing 50 10-hour daytime periods on similar days, such as 10 weeks’ worth of five-day weeks, during the daytime hours. That data was considered to be historical data to be used for training. An additional set of data of the same quantity was generated and was used as testing data. However, for each hour of the testing data set, only GPS information of the first 30 minutes of each of the 500 hours was revealed. In terms of simulated sampled GPS data, 1% of the vehicles simulated were sampled during each 10-second interval and the instantaneous speed and location recorded.
Each GPS record contains a timestamp, latitude and longitude, and the instantaneous speed of the sampled vehicle. Before any prediction model can be applied, a procedure is needed to map GPS location to the road segments on the network. Since GPS data are generally noisy, the reported coordinates may not necessarily fall precisely on any link. Map-matching algorithms [25], [26] are therefore needed to accurately approximate the location of the GPS points on the links. Since the simulated traffic data was less noisy, we were able to employ the built-in spatial join function in ArcGIS for the map matching function; specifically, each GPS data point was associated with the closest link within a 20-meter radius. If no such link is found, the GPS data point was discarded. To reduce computational time, only major links were included as candidate links for matching. The map-matching procedure was performed for the GPS data points of both the training and test data sets. Roughly 80% of the GPS points were able to be map-matched of the approximately 280,000 GPS points provided during an average training hour.

As the secondary source of average-case data, 6-minute (harmonic) average speeds were provided for all of the 100 critical links for each hour of the training data. No average-case speed information was available for the testing data to reflect the fact that such data is not typically available on the links in question as a real-time feed.

As part of the IEEE ICDM competition, the objective was to perform two traffic speed predictions on the full set of 100 critical links: a 6-minute-ahead prediction and a 30-minute-ahead prediction, in both cases with the speeds being harmonic averages of the preceding 6 minutes.

Suppose the speed estimate for a link during any 6-min interval is regarded as missing only if no GPS sample points fall on the link during the corresponding time interval. In the training data, the overall missing data percentage is 76.94% on the major links and 68.24% on the 100 critical links. In fact, 22 of the 100 critical links have no GPS records at all in any of the training data history.

For time intervals with at least one GPS sample point on a critical link, we investigate whether the GPS instantaneous speed records provide reliable estimates of the link-level space-mean, or harmonic-averaged, speed readings from the “historical” data on speeds from a “different” data source. A comparison of the average of the GPS-based speeds and the historical average speeds on two sample links during a randomly chosen 10-hour training period is shown in Figure 2(a) and Figure 3(a). The average of the GPS-based speed readings is depicted by a red line, and gaps on the red lines mark the time intervals without any GPS speed samples. In addition, the actual number of GPS samples collected for each corresponding 6-min interval on these two sample links are shown in Figure 2(b) and Figure 3(b).

Figures 2 and 3 highlight some interesting features of the GPS-based speed data set. First, the red lines of both links have many gaps, indicating that many time intervals have no GPS records. Secondly, for time intervals which do have GPS sample points, the speed estimates based on the limited number of available individual speed samples can be very far from the link speed provided by the other data source, which we consider to be accurate. Finally, observe that time intervals with lower average speed tend to have more GPS points. This is likely to occur as congested
links usually accommodate more vehicles at any point in time, and hence are likely to contain more GPS samples.

III. METHODOLOGY

A straightforward approach for traffic prediction based on GPS data is to construct good estimates of link speed for each time interval on each link, based on its corresponding GPS speed samples, and treat them as fixed location observations. Then any number of traffic prediction approaches could be used on the aggregated data.

The question is whether this method is feasible with such a low sampling rate (i.e., 1%). Figures 2 and 3 imply that such a method will not fare well due to the unreliable nature of the sampled GPS speed data. As such, averaging the values does not tend to replicate observed speeds from other data sources.

We construct two baseline values for use in the prediction step. The first baseline corresponds also with that provided by the contest and is constructed based on the GPS data only. Namely, the average speed of all the vehicles passing through each critical link in the first 30min interval of an hour is used as the 6min-ahead and 30min-ahead predicted link speed. If no GPS point is recorded on a critical link during that initial 30min interval, the average speed over all the GPS sample points in the network is used as the baseline for that link. The second baseline is based exclusively on the historical observed link speed. Namely, the average speed of the corresponding time intervals in an hour (i.e., 30-36 min, and 54 - 60min) for a given link and during all the training hours are used as the 6min-ahead and 30min-ahead prediction.

Prediction accuracies are evaluated by calculating the root mean squared error (RMSE) of the inverse of a prediction. That is, predicted speeds are transformed - through inverting and multiplying by 60 - into predicted travel time over 1km of the road segment, expressed in minutes. These travel times are then compared with speed as provided through an alternative data source, using the RMSE measure.

Using the actual link speed provided by the contest website for post-competition analysis, we can easily calculate the prediction performance of the inverse of the predictions for both baselines. The Root Mean Squared Error (RMSE) values for the first and second baselines are 18.065min/km and 14.785min/km, respectively.

Figures 4 and 5 further illustrate the predicted vs. the actual link speed for the two baselines on two sample hours. The X-Y coordinates of each point represent the predicted and actual speed on one critical link. Both the 6min-ahead and 30min-ahead predictions are included.

Figure 5 indicates that the second baseline is superior to the first. It is quite common that no GPS samples appear on some critical links during the entire 30min interval. For those links, predicted values based on network wide average GPS sample speed can be very far from the actual. The better prediction performance of the second baseline may be due to the recurrent feature of traffic evolution and congestion development in road networks. As is reported frequently in the literature, historical data can carry valuable information for predicting future traffic condition during the analogous time intervals.

![Fig. 4. Prediction performance of baseline I](image1)

![Fig. 5. Prediction performance of baseline II](image2)

Our hybrid approach is thus motivated by this observation: a long-running data source with broad coverage but low sampling rate (i.e., GPS records) along with another periodic short-term data source which collects traffic observations on critical links may be combined to generate reliable traffic predictions. As shown in Figure 6, during calibration periods, actual link speed observations on critical links are collected. Together with the GPS data received during the same period, these data are stored as prediction candidates.
The GPS records received in real time can then be used to determine which prediction candidate is most appropriate.

The data analysis indicated that although the GPS speed samples may not be sufficient to construct reliable speed estimates, the number of GPS samples received in each time interval may be a good indicator of how congested the network is, both globally at the network level and locally at the link level.

Figure 7 plots the relationship between the total number of GPS samples during the entire 30min interval and the actual 6min-ahead speed on six sample critical links from the alternative data source. Each point corresponds to 1 out of 500 simulation hours in the training data set. The plot of total network-wide GPS readings and the 30min-ahead speed is similar.

As shown, the global GPS count seem to carry seem valuable information for determining the link level traffic condition. For most links in Figures 7 and ??, the congested state appears when the number of global GPS counts reach a certain level. On the other hand, the figures also indicate that multiple states (congested, uncongested) may still exist for many links for cases with large numbers of global GPS counts.

Figure 8 depicts the sampled speed received from the GPS records and the actual speed on six sample links during one 10-hr simulation period in the training data. Similar to the number of global GPS records, the congested state is correlated with a higher number of GPS samples than the uncongested state. Second, the GPS samples with zero instantaneous speed seem to only appear during the congested state, e.g. where stop-and-go traffic patterns are likely to occur.

![Figure 6. Data framework of the prediction model.](image)

![Figure 7. Scatterplot of number of GPS counts per 30min interval vs 6min-ahead speed from secondary data source, to assess correlation of number of counts to 6min-ahead speed prediction](image)

![Figure 8. GPS sampled speed v.s. actual speed on six sample links during one simulation day.](image)

Our method works by selecting from the historical link-level speed observations the K most similar hours and uses a linear combination of the corresponding speed observations as prediction values. Parameters of the selection criterion and the coefficients of the values in the weighted average are optimized through a 5-fold cross-validation framework. The final predictions are then generated by grouping several solutions generated by different neighboring criterions.

**IV. Optimized Model and Results**

As shown, both the overall sample counts of GPS records and the link-level GPS counts carry valuable information for determining the link-level traffic state. Therefore, the nearest-neighbor distance criterion we employ in our fusion model is constructed by taking into account both a global and a local similarity index, defined as follows.

1) Global similarity: $S_{ij}^g$ measures how close the total number of GPS counts in one test hour is to that of a training hour. To construct $S_{ij}^g$, let $c_i$ and $C_j$ be the
total number of GPS points received during every 1-min interval \( t = 1, \ldots, 30 \) of test hour \( i = 1, \ldots, 500 \) and training hour \( j = 1, \ldots, 500 \), respectively. The global similarity between a test hour \( i \) and a training hour \( j \), denoted as \( S_{ij}^g \), is measured by the RMSE of \( c_j^t \) and \( C_j^t \). Namely,

\[
S_{ij}^g = \sqrt{\frac{\sum_{t=1}^{30} (c_j^t - C_j^t)^2}{30}}. \tag{1}
\]

2) Local similarity: We construct two versions of local similarity, zero and non-zero: \( S_{ijk}^1 \) and \( S_{ijk}^2 \). A local similarity measure based on the total number of GPS records with zero and nonzero values on any critical link \( k \), \( S_{ijk}^1 \) and \( S_{ijk}^2 \) measuring the similarity of a test hour \( i, i = 1, \ldots, 500 \) and a training hour \( j, j = 1, \ldots, 500 \) on link \( k, k = 1, \ldots, 100 \), is computed as follows:

\[
S_{ijk}^1 = |p_{ik} - P_j|, \quad S_{ijk}^2 = |q_{ik} - Q_j|, \tag{2}
\]

where \( p_i \) and \( P_j \) are the total number of GPS records with zero values during the first half of test hour \( i \) and training hour \( j \), respectively;

\( q_i \) and \( Q_j \) are the total number of GPS records with nonzero values during the first half of test hour \( i \) and training hour \( j \), respectively.

Given link \( k = 1, \ldots, 100 \) and test hour \( i = 1, \ldots, 500 \), the overall similarity measure \( S_{ijk} \) for each training hour \( j = 1, \ldots, 500 \) is then computed as the weighted sum of the ranks of the global similarity and the local similarities. Namely,

\[
S_{ijk} = \alpha_k \text{rank}(S_{ijk}^1) + \beta_k \text{rank}(S_{ijk}^2) + \gamma_k \text{rank}(S_{ijk}^2), \tag{3}
\]

where the rank of a training hour is measured by its position when the corresponding similarity measure for all training hours is sorted in ascending order.

Finally, the harmonic average speeds of the first and last 6-min intervals of the second half of each test hour are estimated as the weighted harmonic average speeds of the corresponding intervals of the \( K \) most similar training hours. The inverse of the similarity metric of each candidate training hour is used as the weight.

One potential problem in using the harmonic mean of the \( K \) nearest neighbors is that if all the candidate hours in the neighbor list have high speeds except for a few small outliers, the harmonic mean can be very small. The existence of such cases contributes to quite a significant portion of the error. To avoid the outlier effect, a conditional trimmed harmonic mean is used by filtering out the rare small outliers when most of the neighbors have high velocity values.

Note that there is some flexibility in constructing the estimator. For example, in the global similarity measure, we may use time aggregation granularity other than 1 minute; When combining solutions from the K nearest neighbors, besides harmonic mean, other choices may include arithmetic mean, median, etc. Our final solution is an ensemble of six different estimators constructed from combinations of two time granularity levels (1min and 6min) and three different aggregation methods (arithmetic mean, median, and harmonic mean).

For each link \( k \) of interest, our \( K \) nearest neighbor method with the outlier filter has seven parameters in total:

1) \( K \) - the total number of neighbors used in constructing the velocity estimate;
2) \( \alpha_k \) - weight of the global similarity measure;
3) \( \beta_k \) - weight of the local congested (zero-speed) similarity measure;
4) \( \gamma_k \) - weight of the local uncongested (higher-speed) similarity measure;
5) \( n_k \) - the total number of high speed candidates for the outlier filter to be initiated;
6) \( h_k \) - the high cut-off value of the outlier filter;
7) \( l_k \) - the low cut-off value of the outlier filter.

In addition, for the ensemble, we also determine the weight \( w_i \) for each estimator \( i = 1, \ldots, 6 \). This requires another 5 parameters as the sixth one can be determined as \( w_{6i} = 1 - \sum_{i=1}^{5} w_{ik} \).

A 5-fold cross validation framework was employed to determine the parameters of our prediction model. Within a 5-fold cross validation framework, the entire training data set is evenly divided into 5 subsets. For each of the five test-training data sets, one subset is used as “test data” and the remainders as “training data”. A set of parameters are regarded as optimal if it generated the best average performance over the five test-training data sets. Finally, the optimal parameter settings are applied to the real test data to obtain the final predicted values.

Our prediction model results in the overall prediction performance measure of inverted Root Mean Squared Error (RMSE) for all predictions over the test data of 7.46 min/km, which is significantly better than both of the two baselines discussed previously, namely 18.065min/km and 14.785min/km. It is worthwhile to mention a few points about the prediction quality metric. The choice of inverted RMSE was dictated by the competition guidelines and signifies the mean error in terms of minutes per kilometer. In other words, the error of our predictions was roughly half that of the baselines. As an example this would correspond to a
mean error of 4.6 kph for an average speed of 40 kph, or roughly 10% error in that case, and the baseline error of 14 min/km representing an error of 9 kph for speeds of 40 kph, and hence a 20% error.

Firstly, we examine overall prediction performance over the full set of test hours and the full set of critical links. Specifically, illustrations in Figure 9 depict the RMSE error of inverted predictions by test hours, for both the 6min-ahead and 30min-ahead predictions. Figures 9(a) and 9(b) provide the exact RMSE error values for all the 500 test hours and contrast the error of our method with that of baseline II, while Figure 10 presents the RMSE error of our method in histograms.

As shown, our prediction model provides much better performance than baseline II in almost all the test hours. The RMSE error values are in general lower by a large margin (approximately 7 min/km) and are less volatile. Similar patterns can be seen for both the 6min-ahead and 30min-ahead predictions. The overall performance of 6min-ahead prediction (RMSE = 7.30 min/km) is slightly better than that of 30min-ahead prediction (RMSE = 8.23 min/km), which can be expected as prediction far into the future is usually more difficult to make.

Another comparison of the prediction performance between our method and baseline II is provided in Figure 11. This time, RMSE error values are evaluated by link, averaged over all test hours, instead of by test hours averaged over all links. As shown, the variance of RMSE over links is much higher than the variance of RMSE over test hours. Furthermore, our solution is able to significantly improve the prediction performance beyond that of baseline II, especially for those links with very high RMSE error values in baseline II. We also notice that a large portion of links have very small RMSE error values in both our solution and baseline II; these are links which are either congested or uncongested all the time. Hence, it is those links with varying conditions which are better predicted by our method than by the baseline.

V. CONCLUSION

This paper proposes an approach for traffic prediction using GPS data with low sampling rates, where typical prediction models based on fixed-location data break down, in conjunction with limited speed data as obtained from fixed data sources, but unavailable in real-time. We propose a hybrid approach that combines these data sources in a novel manner.

Main observations from our results are that speed data as obtained from sampled, isolated (i.e. non-trajectory-based) GPS readings can be oscillatory and hence unreliable as surrogates for observed speeds either in raw form or averaged over multiple such readings. On the other hand, data obtained from more traditional, e.g. fixed, sensors can provide a stabilizing element to the real-time GPS-based speed information.
In our case, we used the global level (e.g., subregions, the entire network, etc.) and the local level (e.g., the link of interest, links in geographic proximity to the link of interest, etc.) GPS count information together with categorical speed information from real-time GPS readings primarily to identify traffic state (congested or uncongested), and used the speed data from alternate sources to determine the likely speeds given the real-time estimated state. Relying on data mining techniques, such a hybrid approach is capable of producing much more reliable predictions than methods solely based on GPS data.

As far as future work, one may wish to explore whether further improvements can be obtained from a finer categorization of the GPS speed readings and/or from the incorporation of information from other links in geographic proximity to the prediction links. Alternatively, an in-depth exploration of the optimal frequency and time span for calibration periods would be of use. Finally, in future studies, it would likely be valuable to make use of other information such as day of week, time of day, weather, etc.
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