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Abstract—We give a range of techniques to effectively apply on-line learning algorithms, such as Perceptron and Winnow, to both on-line and batch fusion problems. Our first technique is a new way to combine the predictions of multiple hypotheses. These hypotheses are selected from the many hypotheses that are generated in the course of on-line learning. Our second technique is to save old instances and use them for extra updates on the current hypothesis. These extra updates can decrease the number of mistakes made on new instances. Both techniques keep the algorithms efficient and allow the algorithms to learn in the presence of large amounts of noise.
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I. INTRODUCTION

In this paper, we consider a batch based fusion technique for machine learning. We use \( X \) to represent the set of all possible instances and \( Y \) to represent the set of labels. The labels belong to a finite set \( Y \) where \( |Y| = k \). We assume we have \( n \) classifiers and that each classifier makes predictions on \( x \in X \) by giving a vote for each of the possible labels. For simple classifiers, this corresponds to giving a vote of 1 to the predicted label and a vote of 0 to all other labels. For more sophisticated classifiers, we can assign a number to each label. The higher the number, the more confidence the algorithm has in that particular label. These predictions create a \( k \) by \( n \) matrix \( A_x \).

The goal of our fusion model is to learn a linear combination of these classifier predictions that maximizes the accuracy on future instances. The linear combination is represented by \( w \), a vector of \( n \) weights. The prediction of the fusion model is \( P = A_x w \). Each of the values in vector \( P \) corresponds to a label \( y \in Y \). The fusion algorithm predicts the label with the largest value in \( P \).

This is a common model for fusion. The difficulty is to learn a close to optimal value for \( w \) without making significant assumptions on how the individual classifiers behave. Some of the classifiers could be partially redundant and some of the classifiers could be irrelevant. In addition, it is highly likely that no linear combination of classifiers correctly predicts all future instances.

Fortunately, there is a model of learning that gives strong guarantees for learning these types of combinations. On-line learning assumes learning takes place in a sequence of trials. A trial is decomposed into three steps. First, the learner receives an instance. Next, the learning algorithm predicts the label of the instance. Last, the algorithm receives the true label of the instance and uses this information to refine its future predictions. The goal of the algorithm is to minimize the number of mistakes. In particular, efficient on-line learning algorithms exist that give good upper-bounds on the number of mistakes when learning linear-threshold functions [1, 2].

These on-line linear-threshold algorithms have strong theoretical guarantees. The upper-bounds on mistakes are distribution independent allowing an adversary to generate the instances. In fact, the adversary can generate any instance, even instances that do not correspond to the target linear-threshold function. The upper-bound on mistakes only depends on the complexity of the target function and a loss function that is related to whether the instances are correctly classified with respect to the target function.

In this paper, we use on-line linear-threshold algorithms for fusion. The linear-threshold algorithms we use are Perceptron [1], Winnow [3] and ALMA [4]. We convert these algorithms to our previously defined fusion problem using a technique described in [5]. This technique preserves the bounds on mistakes for these algorithms in this multi-class fusion setting.

We improve the performance of these on-line algorithms for problems where instances are sampled from a distribution using two new techniques. The first technique uses multiple hypotheses to replace the prediction strategy of an on-line algorithm. Instead of predicting with a single hypothesis, a fusion of the saved hypotheses are used for predictions. The second technique saves recent instances. The new algorithm is identical to the basic algorithm except it periodically recycles over the old instances as if they were new trials. These techniques exploit the mistake bound guarantees of these on-line algorithms to heuristically improve their performance when instances are generated by a fixed distribution.

II. ON-LINE MISTAKE-BOUNDS

In this section, we review typical upper-bounds on mistakes for linear-threshold algorithms. Our primary example is a version of the Winnow algorithm called Balanced Winnow [3]. We give pseudo-code for this algorithm in Figure 1. This algorithm, along with all the algorithms we consider in this paper, is extremely efficient. When using a sparse
Balanced Winnow(α)

Parameters

\( \alpha > 1 \) is the update multiplier.

Initialization

\( t \leftarrow 1 \) is the current trial.
\( \forall i \in \{1, \ldots, n\} \ w_{i,1}^+ = 1 \) are the positive weights.
\( \forall i \in \{1, \ldots, n\} \ w_{i,1}^- = 1 \) are the negative weights.

Trials

Instance: \( x_t \in [0, 1]^n \).
Prediction: If \( w_t^+ \cdot x_t \geq w_t^- \cdot x_t \)
predict \( y_t = 1 \) else predict \( y_t = -1 \).
Update: Let \( y_t \in \{-1, 1\} \) be the correct label.
If \( y_t(w_t^+ \cdot x_t - w_t^- \cdot x_t) \leq 0 \)
\( \forall i \in \{1, \ldots, n\} \ w_{i,t+1}^- = \alpha y_t x_i w_{i,t}^- \)
and \( w_{i,t+1}^+ = 1 - w_{i,t}^- \).
Else
\( \forall i \in \{1, \ldots, n\} \ w_{i,t+1}^+ = w_{i,t}^+ \)
and \( w_{i,t+1}^- = w_{i,t}^- \).
\( t \leftarrow t + 1 \).

Figure 1. Pseudo-code for the Balanced Winnow algorithm.

representation for instances, each trial takes \( O(m_i) \) time where \( O(m_i) \) is the number of none zero attributes in the instance during trial \( t \).

The Balanced Winnow algorithm works by keeping track of weights \( w_i^+ \) and \( w_i^- \) for each attribute. Both of these weights are non-negative, but if \( w_i^+ \) is much larger than \( w_i^- \) then an nonzero attribute \( x_i \) contributes to a prediction of 1. If \( w_i^- \) is much larger than \( w_i^+ \) then a nonzero attribute \( x_i \) contributes to a prediction of \( y = -1 \). The weights are updated with a multiplication parameter \( \alpha \) and are only changed if the algorithm makes a mistake. This is referred to as a mistake-driven algorithm. On-line learning algorithms that perform well against adversaries are commonly mistake-driven.

To help understand the theoretical results, in Figure 2 we give an example instance space and target function for a learning problem that has two continuous attributes and a binary label. The hyperplane that separates the instances is described with a vector of weights \( u \). These target weights are normalized so that \( \sum_{i=1}^{n} |u_i| = 1 \). Notice that the Balanced Winnow algorithm can learn negative weights through the use of \( w^- \) and can learn a threshold that shifts the hyperplane by adding an attribute that is always 1. This is similar to the threshold technique used by the Perceptron algorithm [1].

Notice that there is a margin of size \( \delta \) around the \( u \) hyperplane. Any instance inside the margin or on the wrong side of the hyperplane is considered noisy. The amount of noise is the perpendicular distance from the instance to the correct side of the margin. The total amount of noise, \( N \), is just the sum of the noise from all the noisy instances. Therefore \( N = \sum_{t=1}^{T} \max(0, \delta - y_t(u \cdot x_t)) \) where \( T \) is the final trial. This is often called the hinge loss [6]. For our purposes, it is useful to consider \( \hat{N} = N/\delta \). This is the amount of noise normalized with respect to the size of the margin. In Figure 2, we have two noisy instances where \( \hat{N} = 5 \).

When the parameter \( \alpha \) is set to \( 1 + \delta \) then the number of mistakes made by Balanced Winnow is at most

\[
3.2 \frac{\ln(2n)}{\delta^2} + \frac{\sum_{i=1}^{n} |u_i| \ln |u_i|}{\delta} + 1.35\hat{N}.
\] (1)

This is a variation of a bound found in [7]. For most problems, the important variables are the number of attributes, \( n \), the size of the margin, \( \delta \), and the amount of noise, \( \hat{N} \).

For example, consider learning a disjunction with five relevant variables. The best target function for Balanced Winnow is to set \( u_i \) to \( 2/11 \) for the five relevant attributes and to set an always 1 threshold attribute weight to \( 1/11 \). The remaining target weights are set to 0. This gives a hyperplane that correctly classifies this disjunction with a margin of \( 1/11 \). The maximum number of mistakes for this problem is at most \( 388 \ln(2n) + 1.35\hat{N} \).

For someone with experience primarily in batch learning, it might be difficult to interpret the quality of this mistake bound. However, there is an intuitive way to view these adversarial mistake bounds with respect to generalization accuracy in the batch setting. Each time an on-line algorithm gets a new instance it is similar to a test example in the batch setting. After \( T \) trials the algorithm has seen \( T \) new test examples. Therefore, roughly speaking, the average accuracy of the hypotheses used during the \( T \) trials is close to \( M/T \) where \( M \) is the number of mistakes made by the algorithm. For our example problem, this gives an upper-bound on the average hypothesis accuracy of \( (388 \ln(2n) + 1.35\hat{N})/T \). When there are enough noise free instances, with high probability there are accurate hypotheses being generated by the Balanced Winnow algorithm [8].

Because this mistake bound is for adversaries, it applies to any sequence of instances. The only thing that changes the mistake bound from sequence to sequence is the amount of noise with respect to the target function. Considering a fixed \( \hat{N} \) value, any correlation between the attributes is allowed and any type of noise is allowed as long as \( \hat{N} \) is not exceeded.
Sub-expert Balanced Winnow ($\alpha$)

**Parameters**
- $\alpha > 1$ is the update multiplier.

**Initialization**
- $t \leftarrow 1$ is the current trial.
- $\forall i \in \{1, \ldots, n\}$, $w_{i, 1} = 1$.

**Trials**
- **Instance:** Sub-experts ($x_{i,t}, \ldots, x_{n,t}$) where $x_{i,t} \in [0, 1]^k$.
- **Prediction:** Let $z_w(j) = \sum_{i=1}^{n} x_{i,t} w_{i,t}$. Predict a class $\hat{y}_t$ such that for all $j \neq \hat{y}_t$, $z_w(j) \geq z_w(\hat{y}_t)$.
- **Update:** Let $y_t$ be the correct label. If $z_w(y_t) \geq z_w(\hat{y}_t)$,
  - $\forall i \in \{1, \ldots, n\}$, $w_{i, t+1} = \alpha^{-z_{y_t}} z_{y_t} w_{i,t}$.
  - $t \leftarrow t + 1$.

Figure 3. Pseudo-code for Sub-expert Balanced Winnow.

This gives a guarantee on performance that does not depend on simplifying assumptions such as fixed label noise. Any instances and any type of noise is allowed.

Unfortunately, a single noisy instance can cause a large increase in $N$. In the example disjunction problem, a noisy instance where all five relevant attributes are 1 but the label is 0 causes an increase of 10 in $N$. (This is the maximum possible increase for this concept.) This causes the mistake bound to grow by $1.35(10) = 13.5$ mistakes. Therefore, according to this analysis, a single mislabeled instance could cause 14 additional mistakes.

A large increase in mistakes due to noise could make these algorithms perform poorly in practice. Assume, we are trying to learn a concept that has a minimum error rate of 10%. If these noisy instances cause the error rate to grow by a factor of 13.5 then the bound becomes meaningless. Fortunately, when the instances are sampled from a distribution, the performance of these on-line linear-threshold algorithms improves [9], [10]. In fact, the motivation of this work is to take the solid theoretical and practical results of on-line algorithms and to improve their performance when instances are generated by a distribution that contains noisy instances.

### III. SUB-EXPERT CONVERSION

In this section, we review a transformation that coverts a linear-threshold algorithm into an algorithm that can combine prediction vectors. Each prediction vector is of size $k$ where $k$ is the number of labels. This technique was originally described in [5], where the prediction vectors were called sub-experts. More details can be found in that paper.

In Figure 3, we give a version of Balanced Winnow that combines sub-experts. This version of the algorithm is still extremely efficient. Assuming the sub-experts are stored in a sparse format, one trial of Sub-expert Balanced Winnow takes $O(m_\ell)$ where $m_\ell$ is the number of nonzero values in all the sub-experts.

The Sub-expert Balance Winnow algorithm is derived from Balance Winnow by a simple transformation. The key to the transformation is to generate an instance vector that can be used by the original linear-threshold algorithm. This instance vector is equal to $z = x_i^y - x_i^\hat{y}$ where $x_i^y$ are the predictions of all the sub-experts on the correct label and $x_i^\hat{y}$ are the predictions of all the sub-experts on the predicted label.

When both algorithms use the same weights, instance $z$ is predicted correctly by the linear-threshold algorithm if and only if the sub-expert version makes the correct prediction. This forces the two algorithms to make an identical number of mistakes. The sub-expert version effectively has the same mistake bound on the sub-expert problem as the linear-threshold algorithm has on the $z$ based problem.

Because the original and sub-expert versions of an algorithm are so similar, it is possible to use techniques designed for a linear-threshold algorithm and apply them with little modification to the sub-expert algorithm. Therefore, in the rest of this paper, we give techniques without explicitly specifying whether the algorithm is linear-threshold or sub-expert. However, our later experimental work is focused on fusion with sub-experts.

In this paper, we do not restrict ourselves to just Balanced Winnow; we also use the Perceptron [1] and ALMA [4] algorithms. The linear-threshold to sub-expert transformation for both ALMA and Perceptron is identical and retains the mistake bound and algorithmic efficiency of the original linear-threshold algorithms. All trials can be performed in $O(m_\ell)$ [7].

### IV. ON-LINE TO BATCH CONVERSION

To get good results using on-line algorithms in a batch setting, one must often modify the algorithm. An on-line algorithm that is designed to minimize the number of mistakes against an adversary is not optimized for problems where instances are sampled from a distribution.

Many adversarial algorithms have unstable accuracy in their hypotheses when instances are generated by a distribution. Instead of a smooth increase in accuracy over the course of the learning trials, these algorithms have an accuracy that can jump over a range of values. While this accuracy, on average, tends to increase, just selecting the final hypothesis from a sequence of trials can result in poor performance. This final hypothesis might not have high accuracy.

A typical example of this instability can be seen in Figure 4. The figure contains a graph that shows the accuracy during a typical run of Balanced Winnow. The learning problem is to predict whether or not an area of land has forest cover that is of type spruce [11]. The accuracy is measured at every trial by sampling with a test set of 10,000 test instances. As can be seen, the accuracy is unstable.

One cause of this instability is noisy instances. A noisy instance perturbs the current hypothesis of the algorithm, and extra mistakes are required to correct these changes. As explained in Section II, a large number of mistakes might be necessary to fix the hypothesis. See [7] for more details on the issue of instability with mistake-driven algorithms.

There are many techniques to improve the performance of on-line algorithms when instances are generated by a distribution. Some of these techniques have focused on reducing the number of mistakes in the on-line setting [9], [12], [13]. Others
techniques have focused on generating a single hypothesis for the batch setting [8], [14].

We focus on reducing the number of mistakes in the on-line setting; however, our techniques can also be applied to the batch setting. Our techniques attempt to remove the instability of the algorithm hypotheses and increasing their accuracy. This means that the final hypotheses generally has a high accuracy. For the batch setting, the training data is used for the trials and this final hypothesis is returned as the classifier. Therefore, our techniques are effective for both types of problems.

Another advantage of working in the on-line setting is that it makes it easier to select the best options for an algorithm. In the batch setting, one must always be concerned when comparing the performance of different options. Typically these comparisons require validation data, and it is problematic to use the validation data for other aspects of the algorithm. Because the on-line model combines training and testing, it is easier to select the best option for an algorithm.

For example, the Balanced Winnow algorithm has a parameter $\alpha$, and the algorithm’s performance can vary greatly based on the setting of this parameter. Instead of running several Balanced algorithms on training data and then using validation data to select the best performer, in the on-line model one can run all the algorithms and select the version of Balanced Winnow that makes the fewest mistakes at the end of the trials. The various versions get to learn with all the data, and they are tested during the trials.

While the previous explanation is a heuristic argument, the Weight Majority Algorithm (WMA) is a more theoretically justified way of selecting the best version of an algorithm [15]. WMA gives guarantees on performance showing that WMA can not make any more mistakes than the best version that is being used. WMA’s guarantees are strong enough to allow an adversarial type of analysis; however, we find that, when dealing with a distribution generating the instances, predicting with the algorithm that is currently making the fewest mistakes works well.

The main disadvantage with the on-line model is the necessity to build a classifier after every instance. This is not a problem with the algorithms considered in this paper. These algorithms only take $O(m_t)$ time to perform a trial, where $m_t$ is the number of non-zero attributes in an instance. This is optimal in the sense that it takes $O(m_t)$ time just to read in an instance. One of our goals when modifying these algorithms is to retain this efficiency.

V. HYPOTHESIS VOTING

Our first refinement for on-line learning is a voting procedure. Voting modifies the predictions of an on-line algorithm by saving several old hypothesis from past trials. For any trial, each of these saved hypothesis predicts a score for the various labels and the scores for each label are added together. The voting procedure predicts the label with the largest score. Combining the predictions of the hypotheses using their raw scores instead of their individual predictions improves performance [16], [17].

There is a wide range of previous work on using voting techniques to improve the performance of prediction algorithms. In this paper, we only consider previous work that deals with on-line learning.

Our work primarily builds off the on-line hypotheses voting ideas in [9]. The basic idea in [9] is to take a random uniform sample of $h = 30$ hypotheses selected with replacement from the previous trials. A majority vote of these $h$ hypotheses is used for predictions. Related techniques in [12] and [13] use bagging [18] and boosting [14] as motivation to improve on-line voting. We find that the bagging techniques do not perform as well as our voting techniques on the adversarial algorithms we study. Boosting algorithms seem more promising. Unfortunately, boosting requires the basic algorithms to weight the importance of instances. This is beyond the scope of this paper.

In [19], a technique is given that votes by combining the scores of all previous hypotheses. This is efficiently implemented for linear-threshold functions by storing the average value of each weight. When used with the basic algorithms of this paper, the averaging technique run in $O(n)$ time where $n$ is the number of attributes. We have found this averaging technique particularly effective for sub-expert problems.

A. Voting Motivation

The main motivation for our voting technique is based on the previous observation that many adversarial algorithms have unstable accuracy in their hypothesis when instances are generated by a distribution. Voting helps solve this problem in two ways. First, it uses a large number of hypotheses to remove the effects of poor hypotheses. If there are few bad hypotheses, they do not out vote the majority of good hypotheses. Second voting improves accuracy by combining the influence of somewhat independent hypothesis. This is similar to bagging [18]. When a noisy instance occurs, the hypothesis is often perturbed to a poor hypothesis. The algorithm will continue to make updates on good, non-noisy trials in an attempt to correct the hypothesis. Since the trials are drawn from a distribution, the hypotheses are randomly perturbed and corrected based on the distribution. For many distributions, this causes the partially correct hypotheses to perform well.
on different instances. Based on this intuition, accurate yet diverse hypotheses are likely to be spread out over the various trials.

B. Voting Algorithm

In this section, we give the details of transforming a basic algorithm $B$ into voting algorithm $V-B$. We develop the voting technique gradually by giving simpler forms of the algorithm and continually adding details until we get the complete algorithm. These techniques work for either basic linear-threshold algorithms or basic sub-expert algorithms.

For voting, we want to choose hypotheses that are spread out over the trials to increase the likelihood that the hypotheses are independent. The further apart the hypotheses the more likely that they have been perturbed in different ways. Our first refinement picks $h$ hypotheses from regularly spaced trials. For example, if $h = 4$ and the algorithm is at trial 100, we vote with hypotheses from trial 25, 50, 75, and 100. However to always keep a close to equal spacing between hypotheses, we would need to store all the old hypotheses. Instead, we only replace voting hypotheses at certain trials in order to continually double the spacing between the voting hypotheses. Let $(t_1, t_2, \ldots)$ represent the trial numbers from which we have selected hypotheses for voting. For example, when $h = 4$, we fill up the voting with hypotheses $(1, 2, 3, 4)$. To double the spacing we continually double the trial numbers: $(1, 2, 6, 8)$, $(4, 8, 12, 16)$, and so on replacing half of the existing hypotheses every time we double the spacing.

To further refine the above technique, we search for high accuracy hypotheses. Assume the above technique has hypotheses from trials $(128, 256, 384, 512)$. Instead of these trials, we search a window of trials centered around these numbers. The size of the window is one plus the minimum of $w$ and half of the current hypotheses spacing. Letting $w = 100$, our example gives trial 256 a window from 224 to 288. As soon as we reach trial 224, we save the current hypothesis for voting. Call this hypothesis $h_1$. For each following trial, up to trial 288, if we get a new hypothesis, we estimate its accuracy. If that accuracy is higher than the estimate for $h_1$, we replace $h_1$ with the new hypothesis. This testing and replacement continues until we reach the end of the window. We estimate the accuracy by keeping track of the number of instances the hypothesis predicted correctly during the on-line learning. Optionally, we can improve this estimate by saving $r$ recent instances to test the hypothesis.

Our next modification is simple and essentially free. We predict with the basic algorithm if it has made less mistakes than the voting. We keep track of how many mistakes the voting procedure would make if it was making every prediction and compare it to the number of mistakes made by the basic algorithm. Another free modification is to use the current hypothesis of the basic algorithm as a voting hypothesis. Even though it may not always be accurate, it is the most current hypothesis.

If the voting procedure is doing poorly, it may be caused by a large number of early, poor hypotheses. These poor hypotheses can stay around a long time because of the doubling technique. For example, if $h = 30$, the hypothesis from trial 16 will still be used in the voting procedure during trial 480. We want to be able to restart the voting procedure to remove these old hypotheses and replace them with more recent hypotheses.

We restart the voting procedure when the basic algorithm is making fewer mistakes than voting. In order to give the voting a chance to learn, we wait a certain number of trials before considering a restart. At the beginning, we wait $d$ trials. After every restart, we double this number of trials. For example, after the third restart, the algorithm will wait an additional $8d$ trials before it checks for a restart.

Our last refinement is a way to combine $v$ different learning algorithms into a single voting technique. This is especially useful for algorithms that have parameter choices. Run the $v$ basic algorithms on the same sequence of instances. For each basic algorithm we keep track of the total number of mistakes. When a hypothesis is needed for voting, we take the current hypothesis from the basic algorithm that is making the least mistakes. This is an inexpensive way to effectively use the best algorithm for a particular problem. We call this algorithm V-Combine. This is the main voting algorithm of this paper.

The cost of our voting technique is small enough to be practical with the efficient on-line learning algorithms we use in this paper. Let $n$ be the number of attributes and $m$ be the maximum number of nonzero attributes. Most of the basic algorithms in this paper can be implemented to perform predictions and updates in $O(m)$. Assuming $T$ is the current trial number, the total cost for V-Combine is $O(vnT + hmT + (rwm + wn)h(\log T)^2)$. While this may seem expensive, the parameters can be fixed at reasonably small values to help control the cost. For this paper, we always set $h = 20$, $r = 100$, and $w = 100$.

In chapter VII, we give experiments that show this voting technique improves performance. However, it is important to realize that the technique is designed for problems where an instance is generated by a distribution. If the instances are generated by an adversary then the voting procedure can cause extra mistakes. However, there is a limit to the number of extra mistakes caused by the voting procedure. Because the voting procedure defaults to predicting with the basic algorithm when basic algorithm is making fewer mistakes than voting, the algorithm has a mistake bound against an adversary that is close to the basic algorithm’s mistake bound.

VI. INSTANCE RECYCLING

In this section, we explain the technique of instance recycling and explain how it improves the performance of certain on-line learning algorithms when instances are generated by a distribution.

The idea is similar to the cycling instances that is used in batch learning. When using on-line algorithms, such as Perceptron, for a batch problem, one often extends a limited number of trials by cycling through the sequence of instances several times. It is hoped the extra updates that occur when cycling will improve the accuracy of the final hypothesis. Here
Another old instance may be predicted incorrectly causing the update from an old instance may even have a cascading effect. It is useful to recycle these old instances for more updates. An instance is no longer be predicted correctly after an update. Therefore it helps lower the number of real mistakes. We show that these techniques can improve the performance of on-line algorithms.

A. Instance Recycling Algorithm

Assume \( B \) is an on-line algorithm. Let \( R-B \) refer to the transformed algorithm that recycles old instances. The technique saves the \( s \) most recent instances in an array and uses these old instances to perform extra trials. Any mistake occurring on an old instance is not counted as a real mistake on the learning problem since it is entirely internal to the algorithm. For this reason, we call mistakes on old instances internal mistakes.

Algorithm \( R-B \) is the same as algorithm \( B \) except that the update operation is extended. After a normal update, algorithm \( R-B \) cycles through the old instances. The old instances are treated as new trials including a potential update of the hypothesis. Every time \( R-B \) updates the hypothesis with an instance, a variable associated with the instance is incremented. This variable keeps track of the number of times the instance has been used in an update. When the counter reaches \( u \), the instance can no longer be used for updates. The cycling continues until a pass through all the usable old instances does not generate any updates. This is guaranteed to terminate since there is a maximum number updates for each instance. The process repeats on the next new instance that causes an update.

The cost of this recycling technique is small enough to be practical with the efficient on-line learning algorithms we use in this paper. At most the algorithm can update every instance \( u \) times. This means the algorithm updates \( O(uT) \) times. After every update, we may search the entire old instance list for a new instance to update. We may need to make a prediction on each of these old instances giving a total cost of \( O(ussnT) \). In practice, the number of predictions is only a fraction of this number since we generally have fewer updates. In this paper, we set \( u = 5 \) and \( s = 100 \) for all experiments.

B. Instance Recycling Justification

Instance recycling is effective for a variety of reasons. The algorithms we consider have a bound on the total number of mistakes for instances generated by an adversary. Based on the recycling update procedure, this bound is on the total number of mistakes including internal mistakes. Therefore internal mistakes can potentially reduce the number of mistakes on new instances.

Recycling is particularly effective for mistake-driven algorithms. Mistake-driven algorithms skip many updates on instances because the instance is predicted correctly. In a sense, these instances are wasted because they have no effect on the mistake-driven algorithm. However, given the hypothesis accuracy instability of these algorithms, a past instance may no longer be predicted correctly after an update. Therefore it is useful to recycle these old instances for more updates. An update from an old instance may even have a cascading effect. Another old instance may be predicted incorrectly causing further updates. These extra updates cause internal mistakes that help lower the number of real mistakes.

Our final reason the recycling technique gives good performance is that it increases the accuracy of the hypothesis used by mistake-driven algorithms. Recycling is finished when there are no more possible updates. This means that either the update count for each instance is at its maximum or all the old instances that are not at their maximum are predicted correctly. If we assume that most instances are at their maximum then the algorithm has made a large number of internal mistakes, which should help lower the number of real mistakes. If many of the instances are not at their maximum count then these instances are predicted correctly by the current hypothesis. Therefore, we must have a hypothesis that is accurate for a sample of recent instances. In practice, we find that many of the instances do not reach the maximum count and therefore the recycling often returns fairly accurate hypotheses.

The recycling parameter \( u \) is useful when dealing with the effects of noise. If we know their is no noise in the concept then setting \( u = \infty \) will give the best results. The algorithm should recycle over the old instances until the hypothesis is consistent with these instances. Every internal mistake can help lower the number of real mistakes. As noise is added to the problem, updating on a noisy instance can mislead the algorithm. Recycling tends to focuses on these noisy instances, and this has the potential to increase the number of mistakes. Fortunately, \( u = 1 \) is a safe choice. It preserves the adversarial mistake bound of the basic algorithm because it makes at most one mistake on each noisy instance.

VII. Artificial Data Experiments

In this paper, we focus our experiments on the sub-expert problem. For extensive experiments with linear-threshold functions, refer to [7]. In particular, we are interested in how voting and instance recycling improve sub-expert algorithms when dealing with instance noise in the case of batch learning.

Our experiments use the following artificial data. Let \( n \) be the total number of sub-experts where \( r \) of these sub-experts are relevant. For each trial, every sub-expert randomly picks a class from \( k \) classes. Each sub-expert predicts 1 for its selected class and 0 for the other classes. The class that is selected most often from the relevant sub-experts is the class of the instance.

We place an order on the relevant sub-experts to handle ties. If there is a tie in the voting between several classes, the instance is labeled according to the smallest class value involved in the tie. To add noise to the problem, we use a parameter \( p \). With probability \( p \), the label for an instance is randomly changed to one of the other labels. In the rest of the paper, we refer to this as the majority learning problem.

In order for the algorithms to learn how to label the previously mentioned sub-expert ties, we need to include \( k \) threshold sub-experts, one for each class. The threshold sub-expert corresponding to class \( i \) always predicts 1 for class \( i \) and 0 for the remaining classes. For example, when \( r = 10 \), \( k = 5 \), and \( n = 20 \) then the target function for Balanced Winnow gives each relevant expert a weight of 1/12, and
the 5 threshold experts weights of 4/60, 3/60, 2/60, 1/60, and 0. (The higher threshold expert wins prediction ties.) This gives $\delta = 1/60$ and an upper-bound on mistakes of $7329 + 1.35N$. As we will see, our experimental results are much more positive. In fact, our main algorithm VR-Combine makes on average only 34 mistakes on this problem over 5000 trials when there are no noisy instances.

For our experiments, we use the 15 versions of Sub-expert Balanced Winnow with an $\alpha$ multiplier range from 1.01 to 1.6. It is possible that all these Winnow algorithms will perform poorly because 1.01 is too large for the margin of the problem. Therefore, we also use Perceptron and 15 versions of Sub-expert ALMA($p$). The ALMA($p$) algorithm has a parameter $p$ that controls its behavior. When $p = 2$ the algorithm behaves like Perceptron, with additive updates. As $p$ increases the updates become more multiplicative. We use $p$ values from 2 to 9 in steps of 1/2. For all these cases, an upper-bound on the number of mistakes exists [4].

In preliminary experiments, we noticed that a large number of voting hypotheses were needed to optimize the results. In particular, as the number of classes in the majority learning problem increases, more voting hypothesis are needed to reduce the mistakes. Previous experiments with binary labels had show that $h = 20$ voting hypothesis was generally sufficient [7]. However, using sub-experts and $k = 20$ classes, we need $h = 500$ voting hypothesis to get the best results. Because of the expense associated with this many voting hypotheses, we decided to include another type of basic algorithm. As described in Section V, Freund and Schapire [19] use a technique that keeps track of a single voting hypothesis that is the average of all the previous hypotheses from every trial of on-line learning. This efficiently allows the algorithm to vote with all of the old hypotheses. For a given basic algorithm $B$, we call this averaged version $A-B$.

Even with averaging, we still need a way to get select the best algorithm for a problem. One possibility is to create an algorithm that computes an average using hypotheses from the basic algorithm that is currently making the least mistakes. Unfortunately, we find that the hypotheses from different algorithms are not so easy to average, and this sometimes degrades performance. Instead, we continue to use the V-Combine algorithm with $h = 20$ voting hypotheses, but we include the averaging algorithms as basic algorithms from which it can select hypotheses. Therefore, our experiments have 62 basic algorithms: the original 31 basic algorithms and 31 averaged versions of these algorithms.

In Figure 5, we give results for the majority learning problem when $r = 10$, $k = 5$, $n = 20$, and $p = .05$. This graph includes plots of the total number of mistakes made by various algorithms during 5000 trials. This creates a monotonically increasing plot for each algorithm where the slope of the plot is the average error rate of the algorithm at that trial. The plots are fairly smooth because the results are averaged over 20 independent random runs of the experiment. The most expensive algorithm is VR-Combine where each of the 20 runs took approximately 5.5 seconds on an AMD 2600+.

Notice how the algorithms have a greater error rate at the beginning of the trials and then settle towards a fixed slope line. This is typical for our average plots when dealing with distributions generating the data. At the beginning there is a learning phase. This is followed by a phase where the algorithm does not improve its average error rate. This transition is gradual, and when learning is difficult, such as when there are many attributes, it can require more instances than available to get to the fixed error phase.

In Figure 5, we plot the best algorithm from different groups. First, we plot the best basic algorithm from our set of 31 algorithms without averaging or instance recycling. Next, we plot the best averaging algorithm without instance recycling. This is followed by the best averaging algorithm with instance recycling. The instance recycling uses $s = 100$ and $u = 5$. All of our recycling algorithms use these values as they were found to give good performance without excessive cost on our experiments. The final two algorithms are VR-Combine and the optimal algorithm. Notice that both VR-Combine and AR-Per give close to optimal performance with only a small increase in the number of mistakes and an asymptotic error rate that is roughly equal to the optimal classifier. This is typical; VR-Combine performs the best in all of our experiments.

Our main goal with these algorithms is to reduce the effects of noisy instances on the performance of these algorithms. In particular, for fusion problems we are interested in a batch setting that learns the final weights to combine a set of classifiers. In Table I, we give the error-rate of the final hypothesis of an algorithm with a range of $p$ values for the majority learning problem when $r = 10$, $k = 5$, and $n = 20$. The experiments consists of 5000 trials and the last hypothesis is sampled with 50,000 instances to estimate its accuracy. We averaged our results by independently performed this experiment 20 times. In the table, we report the best algorithm out of a set of algorithms, and we use a t-test to give a 95% confidence interval for each result.

As can be seen in the table, VR-Combine always gives the
lowest error-rate, and it is close to the optimal result. As the amount of noise increases, it does have more difficulty, but this can be mitigated by increasing the amount of training data. However, the basic version of the on-line algorithm sometimes has a final average error-rate that triples the noise. This is for the best of the basic algorithms; some algorithms perform much worse. In general, it is important to use voting and instance recycling techniques for both on-line learning and batch learning. In on-line learning, we can reduce the number of mistakes, and in batch learning, we can reduce the final error-rate.

### VIII. Conclusions

In this paper, we look at several inexpensive ways to improve the performance of adversarial on-line learning algorithms when they are learning with instances generated by a fixed distribution. Our focus is on using these modified algorithms to learn a fusion of classifiers, and we perform experiments to show that even with large amounts of noise our algorithms reliably learn good combinations in either a batch or on-line setting.

This work is the first step in our goal of designing a fusion algorithm that can search a large number of potential classifiers to find a close to optimal combination. In the future, we plan on exploring various normalizations of classifier predictions to improve performance. The VR-Combine algorithm should be able to select the normalization that works best for a particular problem. For example, sometimes it is best to combine the raw scores and other times it is best to combine the rank. VR-Combine is able to tolerate a large number of classifiers and determine what gives the best combination. This is similar in motivation to the rank-score techniques of [17], [20].
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<table>
<thead>
<tr>
<th>Noise</th>
<th>VR-Combine</th>
<th>Best(A-R-B)</th>
<th>Best(A-B)</th>
<th>Best(B)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p = 0$</td>
<td>0.00001</td>
<td>AK-Perceptron 0.0001</td>
<td>A-Perceptron 0.0001</td>
<td>A-Balanced(1.6) 0.00003</td>
</tr>
<tr>
<td>$p = 0.01$</td>
<td>0.00012</td>
<td>AK-Perceptron 0.00012</td>
<td>A-ALMA(4) 0.00028</td>
<td>Balanced(1.03) 0.00124</td>
</tr>
<tr>
<td>$p = 0.05$</td>
<td>0.00023</td>
<td>AK-Perceptron 0.00023</td>
<td>A-Balanced(1.35) 0.00028</td>
<td>Balanced(1.03) 0.00124</td>
</tr>
<tr>
<td>$p = 0.1$</td>
<td>0.00027</td>
<td>AK-Perceptron 0.00027</td>
<td>A-Balanced(1.5) 0.00027</td>
<td>Balanced(1.03) 0.00124</td>
</tr>
<tr>
<td>$p = 0.2$</td>
<td>0.00038</td>
<td>AK-Perceptron 0.00038</td>
<td>A-Balanced(1.6) 0.00038</td>
<td>Balanced(1.03) 0.00124</td>
</tr>
<tr>
<td>$p = 0.3$</td>
<td>0.00049</td>
<td>AK-Perceptron 0.00049</td>
<td>A-Balanced(1.6) 0.00048</td>
<td>Balanced(1.03) 0.00124</td>
</tr>
<tr>
<td>$p = 0.4$</td>
<td>0.0006</td>
<td>AK-Perceptron 0.0006</td>
<td>A-Balanced(1.6) 0.0006</td>
<td>Balanced(1.03) 0.00124</td>
</tr>
</tbody>
</table>

### Table I

**Final Error-rate on Majority Learning Problem with $r = 10$, $k = 5$, $n = 20$, and 5000 Training Trials.**


