Performances of an ATR System via its ROC Manifold
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Abstract—A Classification system such as an Automatic Target Recognition (ATR) system with N possible output labels (or decisions) will have N(N-1) possible errors. The Receiver Operating Characteristic (ROC) manifold was created to quantify all of these errors. Truthed data will produce an approximation to a ROC manifold. How well does the approximate ROC manifold approximate the true ROC manifold? Several functions exist that quantify the approximation ability, but researchers really wish to quantify the performance in the approximate ROC manifold. This paper will review different performance definitions that are defined on manifolds. Is there a best performance quantifier to use? This paper will discuss many aspects of performances of a system and a family of the fusion of systems. Examples of different performances will be given that are defined on manifolds.
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I. INTRODUCTION
Given a classification system, how does one quantify its performance? What do we mean by the system’s performance? Is there a best performance quantifier to use? This paper will discuss many aspects of performances of a system and a family of systems, and as a consequence, will define the performance of the fusion of systems. Examples of different performances will be given that are defined on manifolds.

II. MATHEMATICAL BACKGROUND
This section gives the essential theory and notation in order to discuss the different performances used to evaluate the fusion of ATR systems, and classification systems.

A. Classification Theory
Let $E$ be a population set of outcomes. These outcomes can be real-life “events”\(^1\). An event could be a fixed-time event, a space-time event, or a space-time-spectral event, to name a few examples. Let $\mathcal{E}$ be a $\sigma$-algebra of subsets of $E$, then $(\mathcal{E}, \mathcal{E})$ is a measurable space [1]. Let $P$ be a probability measure defined on $\mathcal{E}$, then $(\mathcal{E}, \mathcal{E}, P)$ is a probability measure space. Let $s$ be a sensor that senses an event (i.e., an outcome) and produces (raw) datum as its output, i.e., $s : E \rightarrow D$, where $D$ is a (raw) data set. This data set may be too difficult to quantify directly as it may be a collection or series of images or sequences of audio signals, for instance. Thus, a mapping $p$ defined on $D$ produces an object called a feature that is a more refined datum, typically a vector of real numbers. The mapping $p$ then is a processor that takes a (raw) datum and produces a refined datum vector, i.e., $p : D \rightarrow F$. Typically, $F$ is some finite dimensional space but need not be finite nor a linear space. Let $a$ be a classifier mapping $F$ into a label set $L$. That is, $a : F \rightarrow L$. Example of a 2-label set is $L = \{\text{target}, \text{non-target}\}$. Our interest for this paper is a label set with $N$ labels, say $L = \{\ell_1, \ell_2, \ell_3, \ldots, \ell_n\}$. The composition of these mappings yields a classification system $A \equiv a \circ p \circ s$.

The graphical representation of these mappings is given in the following diagram.

$$
\begin{array}{cccc}
\mathcal{E} & \xrightarrow{s} & D & \xrightarrow{p} & F & \xrightarrow{a} & L
\end{array}
$$

The diagram for the system is written as

$$
\mathcal{E} \xrightarrow{A} L
$$

Since $L = \{\ell_1, \ell_2, \ell_3, \ldots, \ell_n\}$ is finite then the power set of $L$, denoted by $\mathcal{L}$, is the smallest $\sigma$-field of subsets of $L$. Now define the collection of all measurable systems [1] mapping $\mathcal{E}$ into $L$, by

$$
\mathcal{F} = \{A : \mathcal{E} \rightarrow L | A \text{ is measurable }\}.
$$

Let $\Theta$ be a set of parameters that might be a multi-dimensional vector of parameters. For each $\theta \in \Theta$ let $a_\theta$ be an classifier mapping $F$ into the label set $L$. That is, $a_\theta : F \rightarrow L$ for each $\theta \in \Theta$. The composition of these mappings yields a classification system $A_\theta \equiv a_\theta \circ p \circ s$. We define the family of the classification systems, or for brevity, the classification system family (CSF), to be $\mathcal{A} \equiv \{A_\theta : \theta \in \Theta\}$. Thus, $\mathcal{A}$ is a subset of $\mathcal{F}$. We define the collection of families of classification systems to be

$$
\mathcal{F} = \{\mathcal{A} \subset \mathcal{F} : \mathcal{A} \text{ is nonempty}\}.
$$

B. Two Classification Systems
Consider the case when two sensors, $s_1$ and $s_2$, observe events occurring in the same population set $E$. Assume they produce data in the data sets $D_1$ and $D_2$, respectively. Further, assume each sensor has its own processor, $p_1$ and $p_2$, which

\(^1\)In probability theory an event is a set of outcomes. Here we use it in the informal sense.
maps datum in \( D_1 \) to features in \( F_1 \) and \( D_2 \) to features in \( F_2 \), respectively. In particular, assume \( p_1 : D_1 \rightarrow F_1 \) and \( p_2 : D_2 \rightarrow F_2 \). Suppose there is a family of classifiers for \( p_1 \) and \( s_1 \) given by \( \{ a_\theta : \theta \in \Theta \} \) and another family of classifiers \( \{ b_\phi : \phi \in \Phi \} \) for \( p_2 \) and \( s_2 \), outputting labels in the label set \( L \). Thus, \( a_\theta : F_1 \rightarrow L \) for each \( \theta \in \Theta \) and \( b_\phi : F_2 \rightarrow L \) for each \( \phi \in \Phi \). The composition of these mappings yield classification systems represented by the diagram.

\[
\begin{array}{ccc}
D_1 & \xrightarrow{p_1} & F_1 \\
\alpha & \xrightarrow{a_\theta} & L \\
\downarrow \quad & \quad \downarrow s_1 \\
D_2 & \xrightarrow{p_2} & F_2 \\
\beta & \xrightarrow{b_\phi} & L
\end{array}
\]

Now define the system \( A_\theta \equiv a_\theta \circ p_1 \circ s_1 \) for each \( \theta \in \Theta \) and \( B_\phi \equiv b_\phi \circ p_2 \circ s_2 \) for each \( \phi \in \Phi \), and denote the two classification system families \( \mathbb{A} \equiv \{ A_\theta : \theta \in \Theta \} \) and \( \mathbb{B} \equiv \{ B_\phi : \phi \in \Phi \} \).

The two classification systems developed above map outcomes from the population set into different data, feature, and label sets, which are then used to fuse the classification systems together. There are, however, other ways to label the outcomes from the event set. In this discussion, classification systems can map outcomes into either the same or different data sets or the same or different feature sets. The sets which must remain the same for the mathematical development contained herein are the event set \( \mathcal{E} \) and the two-class label set \( L \). Therefore, the classification systems must be acting from the same event set, map into either the same or different data and feature sets and eventually map into the same label set. That is,

\[
\begin{array}{ccc}
\mathcal{E} & \xrightarrow{\mathcal{A}} & L \\
\mathcal{B} & \xrightarrow{\mathcal{B}} & L
\end{array}
\]

C. Fusion Rules

There are two types of fusion for classification systems. The first type allows for the families of classification systems which are to be fused to have exactly the same label set. We mean exactly the same, and not isomorphic, so that if the label set is, in fact, \( L = \{ \text{target, non-target} \} \) for each family, then this means that the actual definition of a target label is identical for each. This allows for each family to partition the population set in the same way. This type of information fusion we call \textit{within fusion}; the other type is called \textit{across fusion} [2]. The diagram for label fusion for two systems is

\[
\begin{array}{ccc}
A_\theta & \xrightarrow{\mathcal{A}} & L \\
\mathcal{E} & \xrightarrow{\mathcal{B}} & \mathcal{L}
\end{array}
\]

no matter which type of fusion it is. Given two CSFs \( \mathbb{A} \) and \( \mathbb{B} \) and a fusion rule \( \mathcal{R} \), then a new family \( \mathcal{C} \) is produced and defined by

\[
\mathcal{C} = \mathcal{R}(\mathbb{A}, \mathbb{B}) \equiv \{ \mathcal{R}(A_\theta, B_\phi) : \theta \in \Theta, \phi \in \Phi \}.
\]

D. Receiver Operating Characteristic (ROC) Curves

For a 2-class label set \( L = \{ t, n \} \), \( t \) denotes target and \( n \) denote nontarget the errors are false positive (type I error, \( \alpha \)) and false negative (type II error, \( \beta \)). Let \( P_{FP}(A_\theta) \) denote the probability that the classification system \( A_\theta \) labels an event as a target label, \( t \), given that the event is really a non-target event. Let \( P_{FN}(A_\theta) \) denote the probability of false negative classification by the system \( A_\theta \), then \( P_{FN}(A_\theta) \) is the probability that the classification system \( A_\theta \) labels an event as a non-target label, \( n \), given that the outcome is really a target event. The ROC curve is the graph of the ROC function.

\textit{Definition 1}: (ROC function, ROC curve) Let \( \mathbb{A} = \{ A_\theta : \theta \in \Theta \} \) be a family of classification systems defined on the probability space \( (\mathcal{E}, \mathcal{F}, P) \) mapping to the label set \( L = \{ t, n \} \) with parameter set \( \Theta \). For each \( p \in [0, 1] \), define the set

\[
\Theta_p \equiv \{ \theta \in \Theta : P_{FP}(A_\theta) \leq p \}.
\]

For \( p \in [0, 1] \), if \( \Theta_p \) is nonempty then define

\[
f_\mathbb{A}(p) = \max\{ P_{FP}(A_\theta) : \theta \in \Theta_p \}.
\]

If \( \Theta_p \) is empty then \( f_\mathbb{A}(p) \) is not defined. The function \( f_\mathbb{A} \) is called the \textit{ROC function}. The graph of \( f_\mathbb{A} \) is called the \textit{ROC curve}.

Since every classification system family will have a ROC curve (determined by the parameter set), then there is a mapping \( F \) that take a CSF \( \mathbb{A} \) and produces its ROC curve \( f_\mathbb{A} \). That is, \( F(\mathbb{A}) = f_\mathbb{A} \).

E. ROC Manifolds

Assume the label set \( L = \{ \ell_1, \ell_2, \ldots, \ell_n \} \) where \( n > 2 \), and the classification system \( \mathcal{A} : \mathcal{E} \rightarrow L \) is designed to map the outcomes in the event set \( \mathcal{E}_i \subset \mathcal{E} \) to \( \ell_i \) for each \( i = 1, \ldots, n \). Define the probability of true positive classification for a given label \( \ell_i \) of the classification system \( \mathcal{A} \) by the conditional probability

\[
P_{T\mid \ell_i}(\mathcal{A}) \equiv \Pr\{ A(e) = \ell_i \mid e \in \mathcal{E}_i \} = \frac{\Pr(\mathcal{A}(\{\ell_i\}) \cap \mathcal{E}_i)}{\Pr(\mathcal{E}_i)}.
\]
The probability that system \( A \) classifies an outcome as label \( \ell_i \) when the outcome is truly classified as label \( \ell_j \), is

\[
P_{ij}(A) = \Pr\{A(e) = \ell_i \mid e \in \mathcal{E}_j\} = \frac{\Pr(A^\dagger(\{\ell_i\}) \cap \mathcal{E}_j)}{\Pr(\mathcal{E}_j)}. \tag{2}
\]

We use the notation \( P_{ij}(A) \) to convene the fact that \( P_{ij} \) is a real-valued function with the system \( A \) as its input. The conjunctive equations of the system are

\[
\sum_{j=1}^{n} P_{ij}(A) = 1 \quad \text{for each } j = 1, 2, \ldots, n \tag{3}
\]

and are true for every system \( A : \mathcal{E} \rightarrow \mathcal{L} \) [3, 4]. Only the \( i|i \) terms are correct classifications, the other \( n - 1 \) terms are the errors of system \( A \) and, consequently, from equations (3) we have

\[
\sum_{i=1, i \neq j}^{n} P_{ij}(A) = 1 - P_{jj}(A) \quad \text{for each } j = 1, 2, \ldots, n. \tag{4}
\]

For system \( A \) define the \( n \times n \) matrix \( P(A) \) to be the matrix whose \( i,j \) entry is the value \( P_{ij}(A) \) for every \( i, j \in \{1, \ldots, n\} \), that is,

\[
P(A)_{i,j} = P_{ij}(A) = \frac{\Pr(A^\dagger(\{\ell_i\}) \cap \mathcal{E}_j)}{\Pr(\mathcal{E}_j)}.
\]

Notice that the diagonal entries of the matrix \( P(A) \) are the correct classifications and the off-diagonal entries are the errors associated with misclassification. By property (3) the transposed matrix \( P(A)^\dagger \) is a stochastic matrix. Also, all the entries of this matrix have values lying in the interval \([0,1]\).

Let \( M_n \) denote the set of \( n \times n \) matrices whose entries lie in \([0,1]\), that is,

\[
M_n = \{ M = (M_{i,j}) : M_{i,j} \in [0,1] \text{ for every } i, j \in \{1,2,\ldots,n\}\}
\]

then \( P(A) \in M_n \). Define the matrix \( J \in M_n \) by

\[
J = \begin{bmatrix}
0 & 1 & 1 & \cdots & 1 \\
1 & 0 & 1 & \cdots & 1 \\
1 & 1 & 0 & \cdots & 1 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
1 & 1 & 1 & \cdots & 0
\end{bmatrix}
\]

Matrix \( J \) will be used to remove the correct classifications and keep only the errors of the system. Specifically, let \( \tilde{P}(A) \) denote the \( n \times n \) matrix given by the Hadamard product with \( J \)

\[
\tilde{P}(A) = J \circ P(A).
\]

Let \( Z_n \) denote the set of matrices in \( M_n \) with zero diagonal entries and off-diagonal entries are real numbers between 0 and 1, that is,

\[
Z_n = \{ M \in M_n : M_{i,i} = 0 \text{ for all } i = 1, 2, \ldots, n\}.
\]

Now we define the error set of the classification system family.
III. PERFORMANCES

We choose a real-valued functional \( \rho \) that takes a system \( A \)
as its input and yields a positive real number as its output. We call \( \rho(A) \) the performance of \( A \), and \( \rho \) is called a performance functional. Without loss of generality, we assume that a larger value of \( \rho(A) \) is better performance. Consequently, given two systems \( A \) and \( B \), if
\[
\rho(A) \leq \rho(B)
\]
then we say \( B \) is better than \( A \) with respect to \( \rho \). This will induce a partial ordering \( \preceq \) on systems in \( \mathcal{S} \), and hence, we write
\[
A \preceq B.
\]
The system performance functional \( \rho \) (\( \mathcal{S} \)-functional for brevity) induces a family performance functional \( \varphi \) (\( \mathcal{F} \)-functional for brevity) on a classification system family \( \mathcal{A} \) by the following definition
\[
\varphi(A) = \max_{A \in \mathcal{A}} \rho(A) = \max_{\theta \in \Theta} \rho(A_\theta).
\]

**Problem 1**: Given a performance \( \mathcal{F} \)-functional \( \varphi \) and a set of label fusion rules \( \text{LABrules} \) we seek the best fusion rule \( \mathcal{R}^* \in \text{LABrules} \) such that the performance
\[
\varphi(\mathcal{R}^*(A, B)) \geq \varphi(\mathcal{R}(A, B))
\]
for all choices \( \mathcal{R} \in \text{LABrules} \). That is,
\[
\varphi(\mathcal{R}^*(A, B)) = \max_{\mathcal{R} \in \text{LABrules}} \varphi(\mathcal{R}(A, B)).
\]
The optimal classification system family will be \( \mathcal{C}^* = \mathcal{R}^*(A, B) \) and the optimal fusion rule \( \mathcal{R}^* \) indicates how the two families will be fused. But, have we done fusion here? It depends on the performance. If
\[
\varphi(\mathcal{R}^*(A, B)) \geq \max\{\varphi(A), \varphi(B)\}
\]
then \( \mathcal{C}^* = \mathcal{R}^*(A, B) \) is THE optimal classification system family (with respect to \( \rho \)).

**Definition 6**: (Dual Set) Define the collection \( \mathcal{F}^* \) of real-valued functionals \( \rho \) defined on systems mapping outcomes from the measurable space \((\mathcal{E}, \mathcal{F})\) into the label set \( \mathcal{L} \) to be
\[
\mathcal{F}^* = \{\rho : \mathcal{F} \to \mathbb{R}\}.
\]
We call \( \mathcal{F}^* \) the dual\(^2\) set of \( \mathcal{F} \). We are interested in nonnegative functionals so we restrict this set further.

**Definition 7**: (Nonnegative Dual Set) Define the collection \( \mathcal{F}^{**} \) to be the nonnegative, real-valued functionals \( \rho \) defined on systems mapping outcomes from the measurable space \((\mathcal{E}, \mathcal{F})\) into the label set \( \mathcal{L} \) to be
\[
\mathcal{F}^{**} = \{\rho : \mathcal{F} \to \mathbb{R}^+\}
\]
where \( \mathbb{R}^+ = \{r \in \mathbb{R} : r \geq 0\} \).

\(^2\)We take care in using the word “dual set” here not to be confused with the “dual space” as found in functional analysis. A dual space is a linear space of linear functionals over the field in use. We do not assume our functionals are linear since we do assume the sets have algebraic structure that make them linear spaces. If the label set was, in fact, a subfield of \( \mathbb{R} \) then it would the same.

**Definition 8**: Define the collection \( \mathcal{F}^{**} \) of nonnegative, real-valued functionals \( \varphi \) defined on classification system families mapping from the measurable spaces \((\mathcal{E}, \mathcal{F})\) into \( \mathcal{L} \) to be
\[
\mathcal{F}^{**} = \{\varphi : \mathcal{F} \to \mathbb{R}^+\}.
\]

Now, suppose the performance \( \varphi(A) \) is determined via the ROC curve \( f_\theta \) (or the ROC manifold), that is, assume there is a ROC functional \( \varphi \) that maps a ROC curve (or manifold) to a number (see [3]), then
\[
\varphi(A) = \varphi(f_\theta).
\]

Define the mapping \( F \) that takes a CSF \( A \) and outputs its ROC curve \( f_\theta \). Therefore, equation (5) can be written as
\[
\varphi(A) = \varphi(F(A)) = \varphi(f_\theta).
\]

**Definition 9**: (ROC functional) Define the collection \( \mathcal{F}^{***} \) of nonnegative, real-valued functionals \( \varphi \) defined on ROC curves/manifolds to be
\[
\mathcal{F}^{***} = \{\varphi : \mathcal{F} \to \mathbb{R}^+\}.
\]
That is, given a ROC manifold \( M_\theta \) and a ROC functional \( \varphi \) then \( \varphi(M_\theta) \) is a nonnegative real number. Since we wish this to be true for all CSFs, then we have
\[
F = \varphi \circ F.
\]
This equation tells us that given a ROC functional \( \varphi \) one can make the performance functional \( \varphi \) just by the composition with \( F \). Therefore, there is an induced mapping \( F^\star \), called the conjugate mapping (that is conjugate to \( F \)) defined by
\[
\varphi = F^\star(\varphi) \equiv \varphi \circ F.
\]
Thus, \( F^\star : \mathcal{F}^{**} \to \mathcal{F}^{***} \).

Now we can restate problem 1 as
**Problem 2**: Given a ROC functional \( \varphi \), and a set of label fusion rules \( \text{LABrules} \) we seek the best fusion rule \( \mathcal{R}^* \in \text{LABrules} \) such that the performance
\[
\varphi(\mathcal{F}(\mathcal{R}^*(A, B))) \geq \varphi(\mathcal{F}(\mathcal{R}(A, B)))
\]
for all choices \( \mathcal{R} \in \text{LABrules} \). That is,
\[
\varphi(\mathcal{F}(\mathcal{R}^*(A, B))) = \max_{\mathcal{R} \in \text{LABrules}} \varphi(\mathcal{F}(\mathcal{R}(A, B))).
\]
This may not look like we are gaining anything new until we look at the term \( \mathcal{F}(\mathcal{R}(A, B)) = f_{\mathcal{R}(A,B)} \) (or \( M_{\mathcal{R}(A,B)} \)). This is the ROC manifold of the fused system.

IV. RESULTS

This section contains the main result that concerns determining a ROC functional \( \varphi \) given the performance functional \( \rho \).

**Theorem 2**: Given \( \varphi \) an \( \mathcal{F} \)-functional there exists an unique \( \varphi \) \( \mathcal{F} \)-functional given by
\[
\varphi = \varphi \circ F.
\]
This defines the conjugate mapping \( F^\star \) defined by
\[
F^\star(\varphi) = \varphi \circ F \quad \text{for all} \quad \varphi \in \mathcal{F}^*.
\]
The domain of \( F^* \) is all of \( \mathbb{R}^* \), and \( F^* : \mathbb{R}^* \to \mathbb{F}^* \).

**Proof:** The proof of this theorem is straightforward.

**Theorem 3:** Given \( \varphi \in \mathbb{R}^{++} \) there exists an unique \( \rho \in \mathbb{F}^{++} \) given by the conjugate mapping

\[
F^*(\varphi) = \varphi \circ F.
\]

The domain of \( F^* \) is all of \( \mathbb{R}^{++} \), and \( F^*: \mathbb{R}^{++} \to \mathbb{F}^{++} \).

**Proof:** Let \( \varphi \in \mathbb{R}^{++} \) then \( \varphi(M_A) \geq 0 \) for every ROC manifold, \( M_A \in \mathcal{R} \). Then

\[
[F^*(\varphi)](A) = [\varphi \circ F](A) = \varphi(F(A)) = \varphi(M_A) \geq 0
\]

for every \( A \in \mathcal{F} \). Therefore,

\[
F^*(\varphi) \in \mathcal{F}^{++}.
\]

**V. EXAMPLES**

This section contains well-known examples of performance quantifiers of classifications system [7]. Let \( \mathcal{A} \) denote a classification system and \( \mathcal{A} \) denote a family of classification systems.

**A. case \( n = 2 \)**

Assume the label \( L = \{t, n\} \) for this subsection.

**Example 1:** **True Positive** (TP) also called the hit rate, recall, and sensitivity

\[
\rho_{TP}(\mathcal{A}) = P_{TP}(\mathcal{A})
\]

**Example 2:** **True Negative** (TN) also called the correct rejection.

\[
\rho_{TN}(\mathcal{A}) = P_{TN}(\mathcal{A})
\]

**Example 3:** **False Positive** (FP) also called false alarm, and Type I error

\[
\rho_{FP}(\mathcal{A}) = P_{FP}(\mathcal{A})
\]

**Example 4:** **False Negative** (FN) also called the Type II error

\[
\rho_{FN}(\mathcal{A}) = P_{FN}(\mathcal{A})
\]

**Example 5:** **Accuracy** (ACC)

\[
\rho_{ACC}(\mathcal{A}) = P_{TP}(\mathcal{A}) + P_{TN}(\mathcal{A})
\]

**Example 6:** **Specificity** (SPC)

\[
\rho_{SPC}(\mathcal{A}) = 1 - P_{FP}(\mathcal{A})
\]

**Example 7:** **Positive Predictive Value** (PPV) also called precision

\[
\rho_{PPV}(\mathcal{A}) = \frac{P_{TP}(\mathcal{A})}{P_{TP}(\mathcal{A}) + P_{FP}(\mathcal{A})}
\]

**Example 8:** **Negative Predictive Value** (NPV)

\[
\rho_{NPV}(\mathcal{A}) = \frac{P_{TN}(\mathcal{A})}{P_{TN}(\mathcal{A}) + P_{FN}(\mathcal{A})}
\]

**Example 9:** **False Discovery Rate** (FDR)

\[
\rho_{FDR}(\mathcal{A}) = \frac{P_{FP}(\mathcal{A})}{P_{FP}(\mathcal{A}) + P_{TP}(\mathcal{A})}
\]

**Example 10:** **Matthews Correlation Coefficient** (MCC) [8], [9] is used in machine learning as a means to quantify the 2-class classification system \( \mathcal{A} \). For brevity, let \( t_p = P_{TP}(\mathcal{A}) \), \( t_n = P_{TN}(\mathcal{A}) \), \( f_p = P_{FP}(\mathcal{A}) \) and \( f_n = P_{FN}(\mathcal{A}) \) then

\[
MCC(\mathcal{A}) = \frac{t_pt_n - f_pf_n}{\sqrt{(t_p + f_p)(t_n + f_n)(t_n + f_p)(t_n + f_p)}}.
\]

If any of the four sums in the denominator is zero, the denominator can be arbitrarily set to one; this results in a Matthews Correlation Coefficient of zero, which can be shown to be the correct limiting value. It takes into account true and false positives and negatives and is generally regarded as a balanced quantifier which can be used even if the classes are of very different sizes. It returns a value between -1 and +1. A coefficient of +1 represents a perfect performance, 0 an average random performance and -1 the worst possible performance. That is, it quantifies the performance of the classification system \( \mathcal{A} \). Since \( MCC \) can be negative, we add 1 to get a nonnegative performance functional

\[
\rho_{MCC}(\mathcal{A}) = MCC(\mathcal{A}) + 1.
\]

By the disjunction equations we see that

\[
MCC(\mathcal{A}) = \frac{1 - (f_p + f_n)}{\sqrt{1 - (f_p - f_n)^2}}
\]

so that

\[
\rho_{MCC}(\mathcal{A}) = \frac{1 - (f_p + f_n) + \sqrt{1 - (f_p - f_n)^2}}{\sqrt{1 - (f_p - f_n)^2}}.
\]

**Example 11:** Let \( g(\xi, \eta) \) be a non-negative function for every \( (\xi, \eta) \in [0, 1]^2 \) then consider the \( \mathcal{F} \)-functional

\[
\rho_\xi(\mathcal{A}) = g(P_{FP}(\mathcal{A}), P_{TP}(\mathcal{A}))
\]

and the corresponding \( \mathcal{F} \)-functional is

\[
\rho_\xi(\mathcal{A}) = \max_{\mathcal{A} \in \mathcal{A}} \rho_\xi(\mathcal{A}) = \max_{\mathcal{A} \in \mathcal{A}} g(P_{FP}(\mathcal{A}), P_{TP}(\mathcal{A})).
\]

All the previous examples have a well-defined choice of a function \( g \).

**Example 12:** The area under the ROC curve is NOT a functional defined as a Riemann integral

\[
\theta_{AUC}(\mathcal{A}) = \int_0^1 f_\mathcal{A}(p) \, dp.
\]

This functional is NOT a \( \mathcal{F} \)-functional since

\[
\theta_{AUC}(\mathcal{A}) \neq \max_{\mathcal{A} \in \mathcal{A}} \rho_\xi(\mathcal{A})
\]

for any \( \mathcal{F} \)-functional \( \rho \).

**B. case \( n > 2 \)**

**Example 13:** **Bayes Cost** (BC) Given error cost values \( C_{i,j} \geq 0 \), that is, the cost to make the \( i, j \) error \( (C_{i,i} = 0) \) then the Bayes cost for the system \( \mathcal{A} \) is

\[
\rho_{BC}(\mathcal{A}) = \sum_{i=1}^n \sum_{j=1}^n C_{i,j} P(\mathcal{E}_j) P_{ij}(\mathcal{A})
\]

\[
\sum_{i=1}^n \sum_{j=1}^n C_{i,j} \mathcal{P}(\mathcal{E}_j) \mathcal{P}_{ij}(\mathcal{A}).
\]
when matrix $V = v \otimes 1^T$ where

$$v = \left( P(E_1), P(E_2), \ldots, P(E_n) \right)$$

$$1 = (1, 1, \ldots, 1)$$

then

$$\varrho_{BC}(\mathcal{A}) = \max_{\mathcal{A} \in \mathcal{H}} \rho_{BC}(\mathcal{A}).$$

VI. CONCLUSIONS

There is a large collection of performance functionals to choose from. To evaluate an ATR system one should consider the performance criteria used. It might come down to analyzing the ROC curve/manifold. In order to evaluate the fusion of multiple system families, one needs to know the performance functional used (see equation (6).)
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