Simultaneous State and Parameter Estimation of Distributed-Parameter Physical Systems based on Sliced Gaussian Mixture Filter
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Abstract—This paper presents a method for the simultaneous state and parameter estimation of finite-dimensional models of distributed systems monitored by a sensor network. In the first step, the distributed system is spatially and temporally decomposed leading to a linear finite-dimensional model in state space form. The main challenge is that the simultaneous state and parameter estimation of such systems leads to a high-dimensional nonlinear problem. Thanks to the linear substructure contained in the resulting finite-dimensional model, the development of an overall more efficient estimation process is possible. Therefore, in the second step, we propose the application of a novel density representation – sliced Gaussian mixture density – in order to decompose the estimation problem into a (conditionally) linear and a nonlinear problem. The systematic approximation procedure minimizing a certain distance measure allows the derivation of (close to) optimal and deterministic results. The proposed estimation process provides novel prospects in sensor network applications. The performance is demonstrated by means of simulation results.
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I. INTRODUCTION

Recent developments and miniaturization of sensor nodes make it possible to use a wireless sensor network for monitoring natural large-area phenomena. In such scenarios, the individual sensor nodes are densely deployed, either inside the phenomenon or close to it. By the distribution of local information through the sensor network the phenomenon to be observed can be cooperatively reconstructed in an intelligent and autonomous manner [1], [2].

That means, the sensor network can be regarded as a huge information field collecting data from its surrounding and then providing useful information both to mobile agents and to humans. Based on the extended perception provided by the sensor network they would be able to accomplish certain tasks more efficiently or could be warned in dangerous situations, such as avalanches, forest fires or seismic sea waves. Examples of such distributed physical quantities could be: temperature distributions, chemical concentrations, fluid flows, structural deflections or vibrations in buildings, and the surface motion of a beating heart in minimally invasive surgery [3].

The main challenge in the estimation of distributed systems by means of a sensor network is that the individual nodes are able to measure the distributed physical quantity only at discrete time steps and discrete spatial coordinates. That means, no information between nodes and measurement steps is available.

In the literature, various techniques can be found for the interpolation and extrapolation of a random field, i.e., the reconstruction of the entire distributed system. The most popular approach, especially in the geostatistic field, is the Kriging interpolation [4]. This approach is based on a stochastic model of the spatial dependency in terms of either variograms or mean and variance functions. Since the technique relies solely on the measured data available, the interpolation only of a realization of the distributed system is possible. That means, uncertainties in the measurements cannot be sufficiently considered. Another serious disadvantage is that additional background knowledge, such as knowledge of the physical characteristics of the distributed phenomena cannot be considered. In the statistical community the same approach is also known as Gaussian process regression [5], [6].

However, by exploiting additional background information about the physical characteristics of the phenomenon in form of a mathematical model, more accurate estimates can be derived; especially between the individual nodes [7].
Furthermore, by means of the model-based approach, non-measurable quantities can be identified, and thus additional information about the phenomenon can be obtained, such as material properties, sources of chemical concentrations or leakages. That means, one of the most important issues concerning distributed systems is the parameter estimation, also referred to as parameter identification or inverse problem. The main goal is the estimation of parameters in the system model from observed measurements such that the predicted state is close to the observations. The identification of such system parameters becomes even more essential for sensor network applications in harsh and unknown environments, and for unpredictable variations of the distributed system to be monitored. In Fig. 1, procedural methods for the state and parameter estimation of distributed systems are visualized: (a) the strict separation of the parameter estimation from the state estimation and (b) the simultaneous estimation approach.

For the estimation of distributed systems, the conversion of the mathematical description into a finite-dimensional model was proposed by various authors [8]–[10]. The main challenge is that the simultaneous state and parameter estimation of distributed systems leads to a high-dimensional strongly nonlinear estimation problem. To cope with this difficulty, special estimators based on linearizations at consecutive state trajectories [11] or linearization of the system description [12] were employed. Due to the estimation based on a linearized model, accurate results and convergence are not assured.

Fortunately, the finite-dimensional model for the simultaneous state and parameter estimation of distributed systems includes a large substructure with linear equations subject to Gaussian noise. In this case, a decomposition of the entire estimation problem into a (conditionally) linear and a nonlinear problem allows for an overall more efficient estimation process and more accurate results. The novelty of this paper is the exploitation of this linear substructure for the estimation of distributed system by means of a sensor network.

There are several methods to solve the combined linear/nonlinear estimation problem. The marginalized particle filter [13], [14] integrates over the linear subspace in order to reduce the dimensionality of the state space. Based on this marginalization, the standard particle filter [15] is extended by applying the Kalman filter to find the optimal estimate for the linear subspace (which is associated with the respective individual particles). Although the marginalized filter certainly improves the performance in comparison with the standard particle filter, some drawbacks still remain. For instance, in order to avoid effects like sample degeneration and impoverishment, special measures have to be taken. More important, it does not provide a measure on how well the true joint density is represented by the estimated one.

In this paper, we present a novel estimator for the simultaneous state and parameter estimation of distributed systems. There are two key features leading to a significantly improved estimation result: (a) the application of a special kind of density for decomposing the estimation problem, and (b) a systematic approximation method leading to (close to) optimal estimation results. To be more specific, as a density representation a so-called sliced Gaussian mixture density is employed. The simultaneous state and parameter estimation based on such a density representation makes a systematic estimation approach feasible for large-area distributed systems. Furthermore, the uncertainties occurring in the system and arising from noisy measurements are considered by an integrated treatment. By means of the model-based approach, it is possible to identify and track unpredictable variations both of the distributed system and of the sensor network itself.

The remainder of this paper is structured as follows: Section II contains a rigorous formulation of the problem and challenges of the simultaneous state and parameter estimation of distributed systems. Section III is devoted to the spatial and temporal discretization allowing the conversion of the distributed system into a system description in state space form. It turns out that the parameter identification of such systems usually leads to a high-dimensional nonlinear estimation problem, however, with a linear substructure. Accordingly, in Section IV, we introduce a novel estimator, the so-called Sliced Gaussian Mixture Filter (SGMF), exploiting (conditionally) linear substructures in general nonlinear systems. In Section V, the performance of the proposed simultaneous estimation approach is demonstrated by means of simulation results.

Figure 2. Overview and components of the procedure for model-based simultaneous state and parameter estimation of distributed systems.
II. PROBLEM FORMULATION

The main goal is to design an efficient algorithm for the simultaneous state and parameter estimation of distributed systems. The evolution of a large number of physical, physiological, and even ecological systems can be described in terms of a set of partial differential equations.

In this paper, we consider only two-dimensional linear partial differential equations for simplicity and brevity, although similar expressions can be found for the multi-dimensional case. In its most general form, the two-dimensional linear partial differential equation without cross-derivatives is given by

$$\mathcal{L} \left( \mathbf{p}(\mathbf{z}, t), \mathbf{s}(\mathbf{z}, t), \frac{\partial \mathbf{p}}{\partial t}, \ldots, \frac{\partial^j \mathbf{p}}{\partial x^j}, \nabla \mathbf{p}, \ldots, \nabla^j \mathbf{p} \right) = 0 ,$$

where $\mathbf{p}(\mathbf{z}, t)$ denotes the distributed state of the physical system at time $t$ and location $\mathbf{z} = [x, y]$ and the operator $\nabla^j$ is defined as $\nabla^j := \frac{\partial^j}{\partial x^j} + \frac{\partial^j}{\partial y^j}$. Furthermore, the source term $\mathbf{s}(\mathbf{z}, t)$, the distributed state $\mathbf{p}(\mathbf{z}, t)$, and its derivatives are related by a linear operator denoted by $\mathcal{L}(\cdot)$.

The aforementioned partial differential equation (1) can be regarded as the infinite-dimensional form of the distributed system. However, the application of a Bayesian approach for the state and parameter estimation based on such system description is a challenging task. For that reason, the partial differential equation (1) is usually converted into a finite-dimensional system in state space form.

Due to the nonlinear relationship between the distributed system state $\mathbf{p}(\mathbf{z}, t)$ and the unknown parameter vector $\mathbf{\eta}(\mathbf{z}, t)$ of the distributed system (1), the conversion leads to a nonlinear finite-dimensional system model according to

$$\mathbf{z}_{k+1} = \mathbf{u}_k \left( \mathbf{z}_k, \mathbf{\eta}^P_k, \hat{\mathbf{u}}_k \right) + \mathbf{w}^z_k ,$$

where $\mathbf{u}_k$ contains the converted states characterizing the state of the distributed system, $\hat{\mathbf{u}}_k$ denotes the system input, and $\mathbf{w}^z_k$ represents the system uncertainties. The parameter vector $\mathbf{\eta}^P_k$ contains all the unknown parameters to be identified in the system model, such as unpredictable variations of physical constants. In addition, unknown constraints at the boundary of the distributed system and unknown system inputs could be considered in the parameter vector $\mathbf{\eta}^P_k$. The system model and examples of parameters to be estimated by a sensor network are visualized in Fig. 2.

Besides, there is a measurement model describing the physical properties of the sensor network itself. In general, the measurements $\hat{\mathbf{y}}_k$ are related nonlinearly to the state vector $\mathbf{z}_k$, according to

$$\hat{\mathbf{y}}_k = \mathbf{h}_k \left( \mathbf{z}_k, \mathbf{\eta}^S_k \right) + \mathbf{v}_k ,$$

where $\mathbf{v}_k$ is the uncertainty in the measurement model. The parameter vector $\mathbf{\eta}^S_k$ contains unknown parameters to be identified in the measurement model. Sensor bias and sensor variances, for example, could be included in the unknown parameter vector $\mathbf{\eta}^S_k$ for the purpose of tracking physical wear of the sensor nodes. Furthermore, one could imagine to collect unknown node locations and correlations in the parameter vector $\mathbf{\eta}^S_k$, see Fig. 2.

It is shown that for the simultaneous state and parameter estimation of distributed systems, the nonlinear system function $\mathbf{u}_k (\cdot)$ includes a high-dimensional linear substructure. This allows a decomposition of the total state vector $\mathbf{z}_k$ to be estimated into two substate vectors,

$$\mathbf{z}_k = \left[ (\mathbf{z}_k)^T \ (\mathbf{\eta}^S_k)^T \right]^T ,$$

with the high-dimensional state vector $\mathbf{z}_k \in \mathbb{R}^r$ (characterizing the conditionally linear system) and the lower-dimensional parameter vector $\mathbf{\eta}^S_k \in \mathbb{R}^s$ (characterizing the nonlinear part of the system).

For the estimation of the total state vector $\mathbf{z}_k$, the decomposition into a state vector $\mathbf{z}_k$ and parameter vector $\mathbf{\eta}^S_k$ is exploited for the derivation of a more efficient estimator than nonlinear estimators operating on the entire vector $\mathbf{z}_k$. This decomposition of the estimation problem into a linear and a nonlinear problem is mainly achieved by a novel density representation, the so-called sliced Gaussian mixture density, and the systematic approximation of arbitrary densities by this representation.

Here, we emphasize that the estimation approach introduced in this paper is not restricted to the application to distributed systems. This approach can always be applied when the simultaneous state and parameter estimation task of a general dynamic system leads to a conditionally linear system description. In the case of distributed systems, the linear substructure can be significantly larger compared to the nonlinear substructure.
III. Simultaneous State and Parameter Estimation of Distributed Systems

In this section, we explain a method for the state and parameter estimation by means of discrete space-time measurements performed by a sensor network. The methods introduced here can be applied to the general case of linear partial differential equations (1) and could even be extended to the multidimensional case in a straightforward fashion. However, we restrict our attention to a certain distributed system, the so-called diffusion equation.

Example 1 (Diffusion equation)
Throughout this paper, we consider the following two-dimensional linear partial differential equation,
\[
\frac{\partial p(z, t)}{\partial t} = \alpha(z, t) \nabla^2 p(z, t) - s(z, t) = 0
\]  
(5)
where the diffusion coefficient \( \alpha(z, t) \) could be both time and space varying. The aim is the estimation of the solution \( p(z, t) \) and the identification of the unknown parameter \( \eta^\alpha = \alpha(z, t) \) in a simultaneous fashion.

A. Conversion of the Distributed System
The model-based state estimation of distributed systems based on a distributed-parameter description is quite complex. The reason is that for a Bayesian estimation method usually a lumped-parameter system description is desired. To cope with this problem, the system description is converted from a distributed-parameter into a lumped-parameter form. This conversion can be achieved by methods for solving partial differential equations, such as finite-difference method [16], the finite-element method, modal analysis [3] and finite-spectral method [17].

The simplest method for the spatial and temporal discretization of distributed system is the finite-difference method. In order to solve the partial differential equation (5), the derivatives need to be approximated with finite differences according to
\[
\frac{\partial p_{i,j}^k}{\partial t} \approx p_{i,j}^{k+1} - p_{i,j}^k \Delta t
\]
\[
\nabla^2 p_{i,j}^k \approx p_{i+1,j}^k + p_{i-1,j}^k + p_{i,j+1}^k + p_{i,j-1}^k - 4p_{i,j}^k \Delta h^2
\]
where \( \Delta t \) is the sampling time and \( \Delta h \) denotes the spatial sampling period. The superscript \( i,j \) and subscript \( k \) in \( p_{i,j}^k \) denote the value of the distributed system at discretization node \((i, j)\) and at time step \( k \) respectively.

Example 2 (Rectangular solution domain)
In this example, we illustrate the structure of the converted diffusion equation (5) derived by means of the finite-difference method. Here, we assume to have a rectangular solution domain for the distributed system (5) results in the following system matrix \( \mathbf{A}_k \in \mathbb{R}^{m^2 \times m^2} \):
\[
\mathbf{A}_k = \frac{\alpha_k \Delta t}{\Delta h^2} \begin{bmatrix}
\mathbf{A}_m & \mathbf{I}_m & 0 & \ldots & 0 \\
\mathbf{I}_m & \mathbf{A}_m & \mathbf{I}_m & \ldots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & \ldots & \mathbf{I}_m & \mathbf{A}_m & \mathbf{I}_m \\
0 & 0 & \ldots & \mathbf{I}_m & \mathbf{I}_m
\end{bmatrix} + \mathbf{I}_{m^2}.
\]

The state of the distributed system is characterized by the state vector \( \mathbf{x}_k = \left[ p_{1,1}^k, \ldots, p_{1,m}^k, \ldots, p_{m,m}^k \right] \). For the conversion of the entire distributed system, the input function \( s(z, t) \) needs to be discretized in the same way as the system state. This leads to the input vector \( \mathbf{u}_k = \left[ s_{1,1}^k, \ldots, s_{1,m}^k, \ldots, s_{m,m}^k \right] \). The input matrix \( \mathbf{B}_k \) relating the input \( \mathbf{u}_k \) of the distributed system to its state vector \( \mathbf{x}_k \) is given by a diagonal matrix with the sampling time \( \Delta t \) as the diagonal entries, according to \( \mathbf{B}_k = \text{diag} \{ \Delta t, \ldots, \Delta t \} \). The detailed description of the boundary conditions, such as Dirichlet boundary condition and Neumann boundary condition, and how these need to be considered during the conversion process is omitted in this paper; instead we refer to [16].

B. System and Measurement Equation
In the previous section, we presented the spatial and temporal discretization allowing the conversion of the distributed-parameter system into a lumped-parameter form. The application of the aforementioned methods to linear partial differential equations (1) always results in a linear system of equations for the state vector characterizing the distributed...
system [8], [12]. Adding noise terms and modelling error terms leads to the following system equation
\[ \mathbf{x}_{k+1} = A_k \mathbf{x}_k + B_k (\hat{\mathbf{u}}_k + \mathbf{w}_k^k) , \]  
where the structure of the system matrix \( A_k \) and the input matrix \( B_k \) merely depends on the applied conversion method.

The measurement equation providing a mapping of the finite-dimensional state vector \( \mathbf{x}_k \) to the individual discrete-time measurements \( \hat{y}_k \) can always be stated in a linear form according to
\[ \hat{y}_k = H_k \mathbf{x}_k + \mathbf{v}_k , \]
independent on the used method for the conversion. The measurement matrix \( H_k \) is defined on the basis of geometric relations between the state vector \( \mathbf{x}_k \) and the sensor locations. Thus, it essentially depends on the shape functions used for the spatial discretization. Here, we refer to our previous research work [7] for a more detailed description on the structure and derivation of the measurement matrix for distributed systems.

C. Reconstruction with Incorrect Model Parameters

In general, depending on the structure of the system model and the measurement model, i.e., being linear or nonlinear, an appropriate estimator has to be chosen in order to estimate the state characterizing the distributed system. Due to the fact that both system equation (6) and the measurement equation (7) are linear, it is sufficient to use the linear Kalman filter to obtain the best possible estimate.

It is well known that the Kalman filter requires a rather precise model of the system under consideration and a precisely known noise statistics. If any of these assumptions is violated, the performance of the filter estimates quickly degrades. However, in many cases the real system deviates from the nominal model. The resulting degradation leading to poor performance is illustrated in the next example.

Example 3 (System model with incorrect parameters)

In this example, we consider the two-dimensional diffusion equation (5) in an L-shaped solution domain with respective boundary conditions and system inputs as visualized in Fig. 3 (a). The distributed system is converted into a lumped-parameter system described by \( m = 243 \) state variables \( p_k^1 \). The nominal parameter values for the system model (6) are given by
\[ \Delta t = 0.01 \quad \Delta h = 0.5 \quad \alpha_{\text{true}} = 0.8 , \]
where \( \alpha_{\text{true}} \) is assumed to be the true parameter. The system input \( \hat{u}_k \) at the locations visualized in Fig. 3 (a) are given by
\[ \hat{u}_k = \begin{cases} 8 & \text{for } 0 \leq k \leq 100 , \\ 0 & \text{for } 100 \leq k \leq 200 . \end{cases} \]

Furthermore, there are sensor nodes at every discretization node \((i,j)\) with the measurement noise variance \( C_{k}^\nu = 0.02 \). At every time step, 20 randomly chosen sensor nodes are performing a measurement step in order to estimate the entire state of the distributed system. The state estimation of the distributed system was performed on the basis of a Kalman filter with the nominal parameter set for the diffusion coefficient \( \alpha \) according to
\[ \alpha_{\text{model}} = \{0.2, 0.4, 0.5, 0.6\} , \]
with the true parameter \( \alpha_{\text{true}} = 0.8 \). For each parameter value, 50 independent Monte Carlo simulation runs have been performed, resulting in \( n = 50 \) true realizations \( \mathbf{z}_k \) of the state vector. The simulation results are shown in Fig. 3 and Fig. 4.

In Fig. 3 (b), (c) a true realization of the distributed system and the respective estimation result based on a deviated parameter of \( \alpha_{\text{model}} = 0.4 \) is depicted. It is obvious that the estimated distributed state \( \mathbf{p}(x,y) \) based on incorrect model parameters strongly deviates from the true realization \( \mathbf{p}(x,y) \).

The root mean square error and the error variance is approximated by calculating the average according to
\[ \hat{e}_k^2 \approx \frac{1}{n \cdot m} \sum_{i=1}^{n} \| \mathbf{z}_k^i - \hat{\mathbf{z}}_k^i \| , \quad C_{k}^{\text{rms}} \approx \frac{1}{n - 1} \sum_{i=1}^{n} (e_k^i - \hat{e}_k)^2 , \]
where \( \mathbf{z}_k^i \) denotes the mean of the estimated state vector. The root mean square error \( \hat{e}_k \) and error variance \( C_{k}^{\text{rms}} \) for each nominal parameter value are shown in Fig. 4 (a). The more the nominal parameters deviate from the true parameters, the more the performance of the estimation results degrades.

In Fig. 4 (b), the error between the Kalman filter based on incorrect parameters and the simultaneous state and parameter estimator is compared (see Sec. III-D and Sec. IV). It is obvious that thanks to the simultaneous state and parameter estimation the performance can be significantly increased.

D. State and Parameter Estimation of Distributed Systems

For the simultaneous state and parameter estimation of distributed systems, the unknown parameter vector \( \mathbf{\eta}_k \) is treated as an additional part of the state vector. By this means, conventional estimation techniques can be used to estimate the parameter and states simultaneously (also called joint estimation).

Hence, an augmented state vector \( \mathbf{\hat{z}}_k \) containing the system state \( \mathbf{\hat{x}}_k \) and the additional unknown parameters is defined by
\[ \mathbf{\hat{z}}_k := \begin{bmatrix} \mathbf{\hat{x}}_k \\ \mathbf{\eta}_k \end{bmatrix} . \]
In the case of system identification, the augmentation results in the following augmented system model

\[
\begin{bmatrix}
{x}_{k+1} \\
{\eta}_{k+1}
\end{bmatrix}
= 
\begin{bmatrix}
A_k(\eta_k) & B_k(\eta_k) \\
\varphi_k(\eta_k)
\end{bmatrix}
\begin{bmatrix}
{x}_k \\
{\eta}_k
\end{bmatrix}
+ 
\begin{bmatrix}
B_k(\eta_k) w^x_k \\
\varphi_k(\eta_k) w^\eta_k
\end{bmatrix},
\]

and measurement model

\[
\hat{y}_k = H_k x_k + v_k,
\]

where the nonlinear function \( \varphi_k(\cdot) \) describes the dynamic behavior of the parameter \( \eta_k \) to be estimated. The structure of the augmented system is visualized in Fig. 5. It can be clearly seen that the parameter \( \eta \) characterizes the system matrix \( A_k \) and the input matrix \( B_k \), and thus the dynamic behavior of the conditionally linear system.

In the case of the simultaneous state and parameter estimation of distributed systems, the augmented system model is nonlinear in the augmented state \( \bar{x}_k \). This is mainly due to the multiplication of \( A_k(\eta_k) \) containing the unknown parameter \( \eta_k \) and the system state \( \bar{x}_k \). However, the system model (8) contains a high-dimensional linear substructure, which can be exploited by the application of a more efficient estimator. In the following section, we describe a novel estimator – Sliced Gaussian Mixture Filter (SGMF) – allowing the decomposition of the estimation problem.

IV. Sliced Gaussian Mixture Filter (SGMF)

For the exploitation of linear substructures in general nonlinear systems, we introduced in our previous research work [18] a systematic estimator, the so-called Sliced Gaussian Mixture Filter (SGMF). There are two key features leading to a significantly improved estimation result compared to other state of the art estimation approaches.

- **Novel density representation**: The utilization of a special kind of density allows the decomposition of the general estimation problem into a linear and nonlinear problem. To be more specific, as a density representation the so-called sliced Gaussian mixture density is employed for the simultaneous state and parameter estimation of distributed systems.

- **Systematic approximation**: The systematic approximation of the density resulting from the estimation update leads to (close to) optimal approximation results. Thus, less parameters for the density representation are necessary and a measure for the approximation performance is provided.

Despite the high-dimensional nonlinear character, the systematic approach of the simultaneous state and parameter estimation for large-area distributed phenomena is feasible thanks to the decomposition based on sliced Gaussian mixture density. Furthermore, the uncertainties occurring in the mathematical system description and arising from noisy measurements are considered by an integrated treatment.

The Sliced Gaussian Mixture Filter basically consists of three steps: the decomposition of the estimation problem, the utilization of an efficient update, and the reapproximation of the density representation.

(a) Sliced Gaussian mixture density

(b) Efficient update and reapproximation

Figure 6. (a) The estimator is based on sliced Gaussian mixture densities consisting of a Gaussian mixture in \( \bar{x}_k \) subspace and Dirac mixture in \( \eta_k \) subspace. By this means, the estimation problem can be decomposed into a linear and a nonlinear problem. (b) Procedure of the simultaneous estimation of the state \( \bar{x}_k \) and the parameter \( \eta_k \). The estimation result of the Sliced Gaussian Mixture Filter leads to posterior Gaussian mixture density, which is then reapproximated.

- **Decomposition**: The nonlinear high-dimensional estimation problem is decomposed into a linear high-dimensional problem (state estimation) and a nonlinear low-dimensional problem (parameter estimation). This can be achieved by means of the sliced Gaussian mixture density, see Fig. 6 (a).

The sliced Gaussian mixture density \( f(\bar{x}_k, \eta_k) \) is represented by a Dirac mixture in the nonlinear subspace \( \eta_k \) (parameter space) and Gaussian mixture in the linear subspace \( \bar{x}_k \) (state space),

\[
f(\bar{x}_k, \eta_k) = \sum_{i=1}^{M} \alpha^i_k \delta \left( \eta_k - \xi^i_k \right) \sum_{j=1}^{N} \beta^{ij}_k \mathcal{N} \left( \bar{x}_k - \mu^{ij}_k, C^{ij}_k \right),
\]

where \( \xi^i_k \in \mathbb{R}^s \) can be regarded as the position of the slices of the individual sliced Gaussian mixture density \( f(\bar{x}_k, \eta_k) \). The \( \beta^{ij}_k, \mu^{ij}_k \in \mathbb{R}^r \), and \( C^{ij}_k \in \mathbb{R}^{r \times r} \) denote the weights, means, and covariance matrices of the \( j \)-th component of the Gaussian mixture density of the \( i \)-th slice.

- **Efficient update**: Thanks to the novel density representation (10) and the structure of the augmented system model (8) an overall more efficient estimation update can be derived. The proof can be found in our previous research work [18]. By this means, the predicted density \( \tilde{f}^p \) results in a Gaussian mixture both in linear subspace \( \bar{x}_k \) and nonlinear
Conditionally linear subspace

\[ \gamma_k^{ij} := N \left( \frac{\hat{y}_k - H_k \mu_k^{ij} + K ( \hat{y}_k - H_k \mu_k^{ij} )}{C_k^{ij} - KH_k C_k^{ij}} \right)^{-1} \]

Table I

<table>
<thead>
<tr>
<th>Nonlinear subspace</th>
<th>Conditionally linear subspace</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \xi_{k+1}^{pi} := x_k \xi_k^{pi} )</td>
<td>( \eta_k )</td>
</tr>
<tr>
<td>( \zeta_{k+1}^{pi} := x_k \zeta_k^{pi} )</td>
<td>( \mu_0^{ij} := A_k \mu_k^{ij} + B_k y_k )</td>
</tr>
</tbody>
</table>
|  \( \zeta_{k+1}^{pij} := A_k^{i} \xi_k^{ij} A_k^{j T} + C_{w} \) |  \( C_{k+1}^{ij} := N \left( \frac{\hat{y}_k - H_k \mu_k^{ij} + K ( \hat{y}_k - H_k \mu_k^{ij} )}{C_k^{ij} - KH_k C_k^{ij}} \right)^{-1} \)

Table II

PREDICTION STEP: PARAMETERS OF PREDICTED DENSITY.

\[ \tilde{f}^P(\xi_{k+1}^{pij},\eta_k^{ij}) = \mathcal{N}(\xi_{k+1}^{pij},\zeta_{k+1}^{pij}) \mathcal{N}(\hat{y}_k - H_k \mu_k^{ij}, C_{k+1}^{ij}) \]  \( (11) \)

where the mean and covariance matrices in linear subspace \( \xi_{k+1}^{pij} \) are calculated by applying the standard Kalman prediction and measurement step. The mean in nonlinear subspace \( \eta_k \) is derived by simply repositioning the density slices according to the nonlinear system equation (8), see Table I and II.

c) Reapproximation: The estimation based on the sliced Gaussian mixture density leads to a density representation consisting of Gaussian mixtures in all subspaces. In order to bound the complexity, the resulting density needs to be reapproximated by means of the sliced Gaussian mixture density. There are several approaches to perform this approximation. One possible approach for the approximation is to derive the location of the density slices by only considering the marginal density \( \tilde{f}^P(\eta_k^{ij}) \). The approximation of arbitrary marginal densities by Dirac mixture densities can be achieved by: batch approximation [19] or sequential approximation [20].

The batch approximation is an efficient solution procedure for arbitrary density functions on the basis of homotopy continuation (Progressive Bayes). This procedure results in an optimal solution. The sequential approximation is based on inserting one component of the density slices at a time. In the scalar case every slice corresponds to an interval in the nonlinear subspace and approximates the true marginal density only in the corresponding interval. Then, based on the splitting of the intervals and their respective slices arbitrary densities can be approximated [18].

After the approximation of the marginal density \( \tilde{f}^P(\eta_k^{ij}) \) in the nonlinear subspace, the Dirac approximation is extended to a sliced Gaussian mixture representation over the entire sample space. Basically, this is achieved by evaluating the Gaussian mixture density \( \tilde{f}^P(\xi_{k+1}^{pi},\eta_k^{ij}) \) at every Dirac position, i.e., at every slice position. This leads to a sliced Gaussian mixture density (10), which can be used for the next processing step. A more detailed description can be found in [18].

V. Simulation Results

In this section, the performance of the simultaneous state and parameter estimation of distributed systems based on the Sliced Gaussian Mixture Filter is demonstrated by means of simulation results. In particular, the accuracy of the identified parameter vector \( \eta_k \) characterizing the distributed system is investigated in comparison to another nonlinear estimation method. The following distributed system is considered:

Example 4 (Considered distributed system)

In this simulation, we consider the two-dimensional diffusion equation on a L-shaped solution domain, see Fig. 3 (a), and with assumed boundary conditions and system inputs as described in Example 1–3. The aim is the simultaneous estimation of the distributed system and the unknown diffusion coefficient \( \eta_k = \alpha_k \), where the true parameter is given by \( \alpha_{true} = 0.8 \). The system noise term for the individual discretization nodes is assumed to be \( C_k^{w} = 0.01 \). Furthermore, there is a sensor node at every discretization node \( \eta_k^{ij} \) with a measurement noise variance \( C_k^{w} = 0.02 \). At every time step, 20 randomly chosen sensor nodes are performing a measurement step. The comparison of the Sliced Gaussian Mixture Filter and the marginalized particle filter for 50 Monte Carlo runs is shown in Fig. 7.
In Fig. 7 (a) an example simulation run for the estimation of the parameter $\eta^F_k$ derived by the Sliced Gaussian Mixture Filter (SGMF, 20 slices) and the marginalized particle filter [13] (MPF, 40 particles) is visualized. It is obvious that after a certain transition time the SGMF performs a nearly exact parameter estimation, while the MPF strongly jitters. The root mean square errors (rms) of all 50 runs are depicted in Fig. 7 (b), where it can be clearly seen that the SGMF always outperforms the MPF. This is basically due to the systematic (non-random) positioning of the slices in the case of the SGMF, while the slices for the MPF are placed randomly. In Fig. 7 (c) the root mean square error averaged over all 50 simulation runs is shown for various numbers of sensor nodes. It can be seen that more sensor nodes result in a more accurate estimation of the unknown parameter $\eta^F_k$. In this simulated case, the application of more than approximately 40 sensor nodes does not lead to further improvements of the estimated parameter $\eta^F_k$. Furthermore, Fig. 4 (b) clearly shows that thanks to the simultaneous state and parameter estimation based on the Sliced Gaussian Mixture Filter the accuracy of the estimated distributed system can be increased.

VI. CONCLUSION AND FUTURE WORKS

In this paper, we introduce an efficient method for the simultaneous state and parameter estimation of distributed systems. The spatial and temporal decomposition of the distributed system results in a finite-dimensional model in state space form (usually characterized by a high-dimensional state vector). Hence, the augmentation of the system state with the parameter to be estimated leads to a high-dimensional nonlinear system description. Based on a novel density representation – sliced Gaussian mixture density – the linear substructure contained in the finite-dimensional model is exploited. This leads to an overall more efficient estimation process of distributed systems. The performance is demonstrated by means of simulation results and it turned out that, compared to other nonlinear estimators, the Sliced Gaussian Mixture Filter achieves a higher accuracy.

The application of simultaneous state and parameter estimation methods to sensor network provides novel prospects. The network is capable of estimating the entire state of the distributed system, identifying non-measurable quantities, verifying and validate the correctness of the estimation results, and adapt autonomously their algorithms and behavior to changes.

So far, the node locations were assumed to be precisely known for the estimation of distributed systems. In many real world applications, however, the node locations contain uncertainties, or even could be completely unknown. By means of the estimation method introduced in this paper, it is possible to consider this uncertainty in the node locations or localize the sensor nodes based on local observations of the distributed system. For the observation of large-area distributed systems, decentralized methods are inevitable in order to cope with high-dimensional state vectors. Hence, further decompositions both in the linear subspace and nonlinear subspace are necessary. This is left for future research work.
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