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1 Introduction

Let us consider the following dynamic linear model

\[ x_t = F_t x_{t-1} + C_t u_t + G_t v_t \] (1)
\[ z_t = H_t x_t + w_t \] (2)

where \( x_t \) is the hidden state vector, \( z_t \) is the observation, \( v_t \) and \( w_t \) are sequence of independent random variables. \( F_t \) and \( H_t \) are the known state and observation matrices, \( u_t \) is a known input, \( C_t \) the input transfert matrix and \( G_t \) is the state transfert matrix.

For any sequence \( \{a_i\} \), we write \( a_{i:j} \) for \( (a_i, a_{i+1}, ..., a_j) \). We are here interested in estimating the hidden state \( x_t \) given the observations \( z_{1:T} \) (filtering) or \( z_{1:T} \) for \( T \geq t \) (smoothing). If the noise sequences are assumed Gaussian with known parameters, optimal estimation can be performed using the Kalman filter/smooother. However, these Gaussian assumptions can be very inappropriate for many real-world models. In this paper, we address the problem of optimal state estimation when the probability density functions (pdf) of the noise sequences are unknown and need to be estimated on-line or off-line from the data. To simplify the presentation, we will limit ourselves here to the estimation of the pdf of the state noise sequence \( \{v_t\} \) and will assume that \( \{w_t\} \) is Gaussian. However, our algorithms can be extended straightforwardly to the case where the observation noise pdf should also be estimated.

Our methodology relies on the introduction of a Dirichlet Process Mixtures (DPM) for the state noise pdf. DPM is a flexible Bayesian nonparametric model which have become very popular in statistics over the last few years to perform nonparametric density estimation. To the best of our knowledge, this powerful class of models has never been used in the context of dynamic models. We demonstrate here that such tools can help to improve drastically the performance of standard algorithms when the noise pdfs are unknown.

The rest of this paper is organized as follows. In Section 2, we recall the basics of Bayesian nonparametric density estimation and in Section 3 we derive the dynamic model with unknown noise distribution. In Section 4, we develop an efficient Markov chain Monte Carlo algorithm to perform optimal estimation in the batch case. In Section 5, we develop an efficient Sequential Monte Carlo/Particle filter to perform optimal estimation in the sequential case. All these algorithms can be interpreted as generalized Rao-Blackwellised methods. Finally, we demonstrate our algorithms on two applications: blind deconvolution of impulse processes and robust regression.

2 Bayesian nonparametric density estimation

We review here briefly modern Bayesian tools to perform nonparametric density estimation.
2.1 Density estimation

Let \( y_1, ..., y_n \) be a statistically exchangeable sequence distributed according to the pdf \( F \)

\[
y_k \sim F(.). 
\]

We are interested here in estimating \( F \) and we consider the following nonparametric model

\[
F(y) = \int f(y|\theta)dG(\theta) \tag{3}
\]

where \( \theta \in \Theta \) is called the latent variable or cluster variable, \( f(\cdot|\theta) \) is the mixed pdf and \( G \) is the mixing distribution. Under a Bayesian framework, it is assumed that \( G \) is a Random Probability Measure (RPM) distributed according to a prior distribution (i.e., a distribution over the set of probability distributions). We will select here the RPM to follow a Dirichlet Process (DP) prior.

2.2 Dirichlet Processes

Ferguson [1] introduced the Dirichlet Process (DP) as a probability measure on the space of probability measures. Given a probability measure \( G_0 \) on a (measurable) space \((T,A)\) and a positive real number \( \alpha \), a probability distribution \( G \) distributed according to a DP of base distribution \( G_0 \) and scale factor \( \alpha \), denoted \( G \sim DP(G_0, \alpha) \), satisfies for any partition \( A_1, ..., A_k \) of \( T \) and any \( k \)

\[
(G(A_1), ..., G(A_k)) \sim D(G_0(A_1), ..., G_0(A_k), \alpha)
\]

where \( D \) is a standard Dirichlet distribution. Sethuraman [2] established that the realizations of a Dirichlet process are discrete with probability one and admit the so-called stick-breaking representation

\[
G = \sum_{k=1}^{\infty} \pi_k \delta_{\theta_k} \tag{4}
\]

with \( \theta_k \sim G_0, \pi_k = \beta_k \prod_{j=k}^{1}(1 - \beta_j) \) and \( \beta_k \sim B(1, \alpha) \) where \( B \) denotes the Beta distribution and \( \delta_{\theta_k} \) denotes the Dirac delta measure located in \( \theta_k \). Using (3), it comes that the following flexible prior model is adopted for the unknown distribution \( F \)

\[
F(y) = \sum_{k=1}^{\infty} \pi_k f(y|\theta_k).
\]

Apart from its flexibility, a fundamental motivation to use the DP model is the simplicity of the posterior update. Let \( \theta_1, ..., \theta_n \) be \( n \) random samples from \( G \)

\[
\theta_k|G \overset{i.i.d.}{\sim} G
\]

where \( G \sim DP(G_0, \alpha) \) then the posterior distribution of \( G|\theta_{1:n} \) is also a DP

\[
G|\theta_{1:n} \sim DP\left(\frac{\alpha}{\alpha + n}G_0 + \frac{1}{\alpha + n} \sum_{k=1}^{n} \delta_{\theta_k}, \alpha + n\right)
\]

Moreover, it can be shown that the predictive distributions, computed by integrating out the RPM \( G \), admits the following Polya urn representation [3]

\[
\theta_{n+1}|\theta_{1:n} \sim \frac{1}{\alpha + n} \sum_{k=1}^{n} \delta_{\theta_k} + \frac{\alpha}{\alpha + n}G_0.
\]

2.3 Dirichlet Process Mixture

Using these modelling tools, it is now possible to reformulate the density estimation problem using the following hierarchical model known as DPM [4]

\[
G \sim DP(G_0, \alpha), \quad \theta_k|G \sim G, \quad y_k|\theta_k \sim f(\cdot|\theta_k)
\]

The objective of density estimation boils down to estimating the posterior distribution \( p(\theta_{1:n}|y_{1:n}) \). Although DPM were introduced in the 70’s, these models were too complex to handle numerically before the introduction of MCMC [5, 6]. They have now become extremely popular.

3 Dynamic Linear Model with Unknown Noise Distribution

In this article, we are interested in the class of models (1)-(2) where \( \{w_t\} \) are distributed according to \( w_t \sim \mathcal{N}(0, R_t) \) whereas the pdf of \( \{v_t\} \) is unknown. We adopt a flexible Bayesian nonparametric model for this noise pdf. \( \{v_t\} \) is supposed to be distributed according to a DPM of base mixed distribution \( \mathcal{N}(\mu_t, \Sigma_t) \), scale parameter \( \alpha \) and Normal-inverse Wishart base distribution \( G_0 \) [7] denoted \( G_0 = \mathcal{NIW}(\mu_0, \kappa_0, \nu_0, \Lambda_0) \) with \( \mu_0, \kappa_0, \nu_0, \Lambda_0 \) hyperparameters that are assumed to be known and fixed. To summarize, we have the following model

\[
G \sim DP(G_0, \alpha), \quad (\mu_t, \Sigma_t) \sim G, \quad v_t \overset{i.i.d.}{\sim} \mathcal{N}(\mu_t, \Sigma_t).
\]

This model is much more flexible than a standard mixture of Gaussians. It is equivalent to say that \( v_t \) is sampled from a fixed but unknown distribution \( F \) which admits the following representation

\[
F(v_t) = \int \mathcal{N}(v_t; \mu, \Sigma)dG(\mu, \Sigma). \tag{5}
\]
$F$ is a countable infinite mixture of Gaussians pdf of unknown parameters, and the mixing distribution $G$ is sampled from a Dirichlet process. We will denote $\theta_t = \{\mu_t, \Sigma_t\}$ the latent cluster variables giving the mean and covariance matrix for that cluster.

The MCMC algorithms available in the literature to estimate these Bayesian nonparametric models – e.g. [5, 6] – do not apply in our case because we do not observe the sequence $\{v_t\}$ but only the observations $\{z_t\}$ generated by the dynamic model (1)-(2). In the following sections, we propose two strategies to perform inference in this more complex framework. Despite the complexity of the model, we develop efficient computational methods based on a Rao-Blackwellisation approach.

4 MCMC algorithm

Assume we are interested in estimating the posterior $p(x_0:T, \theta_1:T | z_{1:T})$, where $x$ is the state vector and $\theta_t = \{\mu_t, \Sigma_t\}$ is the latent variable as defined above. This posterior satisfies

$$p(x_0:T, \theta_1:T | z_{1:T}) = p(x_0:T | \theta_1:T, z_{1:T})p(\theta_1:T | z_{1:T}).$$

Conditional upon $\theta_t$, (1) may be rewritten as

$$x_t = F_t x_{t-1} + u'_t(\theta_t) + G_t v'_t(\theta_t)$$

where $u'_t(\theta_t) = C_t u_t + G_t \mu_t$ is a known input and $v'_t(\theta_t)$ is a centered white Gaussian noise of known covariance matrix $\Sigma_t$. Thus $p(x_0:T | \theta_1:T, z_{1:T})$ is a Gaussian distribution whose parameters can be computed using a Kalman smoother [8] where the marginal posterior $p(\theta_1:T | z_{1:T})$ can be approximated through MCMC using the following Gibbs sampler [9]:

### Algorithm 1 Gibbs sampler to sample from $p(\theta_1:T | z_{1:T})$

- **Initialization:** For $t = 1, \ldots, T$, sample $\theta^{(i)}_t$

- **Iteration $i$, $i \geq 2$**
  For $t = 1, \ldots, T$,
  sample $\theta^{(i)}_t \sim p(\theta_t | z_{1:T}, \theta^{(i-1)}_{t-1})$ where $\theta^{(i-1)}_t = \{\theta^{(i)}_1, \ldots, \theta^{(i-1)}_{t-1}, \theta^{(i-1)}_{t-1}, \ldots, \theta^{(i-1)}_1\}$

The Gibbs sampler needs to sample from $p(\theta_t | z_{1:T}, \theta_{-t})$ where

$$p(\theta_t | z_{1:T}, \theta_{-t}) \propto p(z_{1:T} | \theta_1:T)p(\theta_t | \theta_{-t}).$$

From the Polya urn representation, $p(\theta_t | \theta_{-t})$ equals

$$\frac{1}{\alpha + T - 1} \sum_{k=1, k \neq t}^T \delta_{\theta_k}(\theta_t) + \frac{\alpha}{\alpha + T - 1} \mathcal{G}_0(\theta_t).$$

Thus $p(\theta_t | z_{1:T}, \theta_{-t})$ is proportional to

$$p(z_{1:T} | \theta_1:T) \times \left( \sum_{k=1, k \neq t}^T \delta_{\theta_k}(\theta_t) + \alpha \mathcal{G}_0(\theta_t) \right).$$

We can sample from this density with a Metropolis-Hastings step, where the candidate pdf is the conditional prior $p(\theta_t | \theta_{-t})$. This is given by algorithm 2.

### Algorithm 2 Metropolis-Hastings step to sample from $p(\theta_t | z_{1:T}, \theta_{-t})$

- Sample a candidate cluster

$$\theta^{(i)*}_t \sim \frac{1}{\alpha + T - 1} \sum_{k=1, k \neq t}^T \delta_{\theta_k}(\theta_t) + \frac{\alpha}{\alpha + T - 1} \mathcal{G}_0$$

- With probability $\rho(\theta^{(i)}_t, \theta^{(i)*}_t)$ where

$$\rho(\theta^{(i)}_t, \theta^{(i)*}_t) = \min \left( 1, \frac{p(z_{1:T} | \theta^{(i)*}_1:T, \theta^{(i)*}_t)}{p(z_{1:T} | \theta^{(i)}_1:T, \theta^{(i)}_t)} \right)$$

set $\theta^{(i)}_t = \theta^{(i)*}_t$, otherwise $\theta^{(i)}_t = \theta^{(i-1)}_t$.

The computation of the acceptance probability requires to compute the likelihood $p(z_{1:T} | \theta^{(i)*}_1:T, \theta^{(i)*}_t)$. This can be done in $O(T)$ operations using a Kalman filter. However, this has to be done for $t = 1, \ldots, T$ and one finally obtains an algorithm of computational complexity in $O(T^2)$. Here, we propose to use instead the backward-forward recursion developed in [10], to obtain an algorithm of complexity in $O(T)$. This algorithm uses the following likelihood decomposition:

$$p(z_{1:T} | \theta_1:T) = p(z_{1:T-1} | \theta_1:T-1)p(z_t | \theta_1:T, z_{1:t-1})$$

$$\times \int_X p(z_{t+1:T} | x_t, \theta_{t+1:T})p(x_t | \theta_1:T, \theta_{1:t})dx_t$$

with $p(z_t | \theta_1:T, \theta_{1:t}) = \int_X p(z_{t+1:T} | x_t, \theta_{t+1:T})p(x_t | z_t, \theta_{1:t})dx_t$.

The first two terms of the r.h.s. in Eq. (7) are computed by a forward recursion based on the Kalman filter [10]. The third term can be evaluated by a backward recursion according to Eq. (8), see Appendix for details. Based on Eq. (7), the density $p(\theta_t | z_{1:T}, \theta_{-t})$ is expressed by

$$p(\theta_t | z_{1:T}, \theta_{-t}) \propto p(\theta_t | \theta_{-t})p(z_t | \theta_1:t, z_{1:t-1})$$

$$\times \int_X p(z_{t+1:T} | x_t, \theta_{t+1:T})p(x_t | z_t, \theta_{1:t})dx_t$$

The full steps are given in algorithm 3. It can be easily established that the simulated Markov chain $\{\theta^{(i)}_{1:T}\}$ is ergodic with limiting distribution $p(\theta_1:T | z_{1:T})$. After $N$ iterations of the algorithm,
Algorithm 3 MCMC algorithm to sample from $p(\theta_1:T | z_{1:T})$

Initialization $i = 1$

- For $t = 1, ..., T$, sample $\theta_t^{(i)}$. Iterate $i, i \geq 2$

- Backward recursion: For $t = T, ..., 1$, compute and store $P^r_{t+1}(\theta_{t+1:T})$ and $P^r_{t+1}(\theta_{t+1:T})m_{t+1}(\theta_{t+1:T})$

- Forward recursion: For $t = 1, ..., T$

  - Perform a Kalman filter step with $\theta_t = \theta_t^{(i-1)}$, store $m_{t}(\theta_t^{(i-1)}, \theta_t^{(i-1)})$ and $P_{t|t}(\theta_t^{(i-1)}, \theta_t^{(i-1)})$.

  - Metropolis-Hastings step

    * Sample a candidate cluster

    $\theta_t^{(i)*} \sim \min \left( 1, \frac{p(z_{1:T}| \theta_t^{(i)*}, \theta_t^{(i)})}{p(z_{1:T}| \theta_t^{(i)}, \theta_t^{(i)})} \right)$

    * Perform a Kalman filter step with $\theta_t = \theta_t^{(i)*}$, store $m_{t}(\theta_t^{(i-1)}, \theta_t^{(i)*})$ and $P_{t|t}(\theta_t^{(i-1)}, \theta_t^{(i)*})$

    * With probability $\rho(\theta_t^{(i)}, \theta_t^{(i)*})$ where

      $\rho(\theta_t^{(i)}, \theta_t^{(i)*}) = \min \left( 1, \frac{p(z_{1:T}| \theta_t^{(i)*}, \theta_t^{(i)})}{p(z_{1:T}| \theta_t^{(i)}, \theta_t^{(i)})} \right)$

      set $\theta_t^{(i)} = \theta_t^{(i)*}$, otherwise $\theta_t^{(i)} = \theta_t^{(i-1)}$.

State post-sampling

- For $i = 1, ..., N$, compute $x_t^{(i)} = E(x_t| \theta_{1:T}^{(i)})$ for all $t$ with a Kalman smoother.

The MMSE estimates of $\theta_{1:T}$ and $x_{0:T}$ are computed using

$$\hat{\theta}_{1:T} = \frac{1}{N} \sum_{k=1}^{N} \theta_{1:T}^{(k)}, \quad \hat{x}_t = \frac{1}{N} \sum_{k=1}^{N} x_t^{(k)}$$

5 Rao-Blackwellized Particle Filter algorithm

In many applications, we want to process the data on-line. In this case, MCMC are inadequate as these are batch iterative algorithms. We propose here some original Sequential Monte Carlo methods, also known as particle filters, to approximate on-line the sequence of probability distributions \{p(x_{0:t}, \theta_{1:t} | z_{1:t}), t = 1, 2, ..., \}. Similar to the batch case, it is possible to exploit the structure of the dynamic model to reduce the dimension of the parameter space. We have the following decomposition of the posterior distribution

$$p(x_{0:t}, \theta_{1:t} | z_{1:t}) = p(x_{0:t} | \theta_{1:t}, z_{1:t})p(\theta_{1:t} | z_{1:t})$$

As $p(x_{0:t} | \theta_{1:t}, z_{1:t})$ can be computed using Kalman techniques, we only need to estimate through particle methods the marginal posterior $p(\theta_{1:t} | z_{1:t})$. This is a generalization of the Rao-Blackwellized particle filter [11] to DPM. At time $t$, it follows that $p(x_t, \theta_{1:t} | z_{1:t})$ is approximated through a set of $N$ particles $\theta^{(1)}, ..., \theta^{(N)}$ by the following empirical distribution

$$P_N(x_t, \theta_{1:t} | z_{1:t}) = \frac{1}{N} \sum_{i=1}^{N} p(x_t | \theta_t^{(i)}, z_{1:t})$$

with

$$p(x_t | \theta_t^{(i)}, z_{1:t}) = N(x_t | \mu_{1:t}^{(i)}, \Sigma_{1:t}^{(i)})$$

The parameters $\mu_{1:t}^{(i)}$ and $\Sigma_{1:t}^{(i)}$ are computed recursively for each particle $i$ using the Kalman filter [8]. In order to build the algorithm, we note that

$$p(x_{t+1} | \theta_t^{(i)}, z_{1:t}) \propto p(x_{t+1} | \theta_t^{(i)}, z_{1:t})p(z_t | \theta_t^{(i)}, z_{1:t-1})p(\theta_t^{(i)} | \theta_t^{(i)}_{1:t-1})$$

where

$$p(z_t | \theta_t^{(i)}, z_{1:t-1}) = p(z_t | \theta_t^{(i)}, z_{1:t-1}) = \frac{1}{N} \sum_{i=1}^{N} N(z_t | \mu_{1:t}^{(i)}, \Sigma_{1:t}^{(i)})$$

and

$$\hat{z}_t(\theta_t^{(i)}) = H_t \left[ F_t \{ \hat{z}_{t-1}(\theta_t^{(i)}_{1:t-1}) \} + C_t u_t + G_t \mu_t^{(i)} \right]$$

$$S_t(\theta_t^{(i)}) = H_t \left[ F_t \{ \Sigma_{t-1}(\theta_t^{(i)}_{1:t-1}) \} F_t^T + G_t \Sigma_t^{(i)} G_t^T \right] H_t^T + R_t$$

The Rao-Blackwellized Particle Filter (RBPF) steps are given in algorithm 4.

As in other particle filtering algorithms, the performance depends highly on the importance distribution selected. Here, the optimal importance distribution is $q(\theta_t^{(i)}_{1:t-1}, z_{1:t}) = p(\theta_t^{(i)}_{1:t-1}, z_{1:t})$, which equals

$$\sum_{i:\theta_{1:t-1}} N(z_t | \hat{z}_t(\theta_t^{(i)}_{1:t-1}), \Sigma_t(\theta_t^{(i)}_{1:t-1}))\delta_{\theta_t^{(i)}_{1:t-1}}(\theta_t)$$

with

$$H_0(\theta_t^{(i)}_{1:t-1}) = \frac{N(z_t | \hat{z}_t(\theta_t^{(i)}_{1:t-1}), \Sigma_t(\theta_t^{(i)}_{1:t-1}))G_0(\theta_t)}{\int_{\theta_t} N(z_t | \hat{z}_t(\theta_t^{(i)}_{1:t-1}), \Sigma_t(\theta_t^{(i)}_{1:t-1}))G_0(\theta_t) d\theta_t},$$

$$I(\theta_t^{(i)}_{1:t-1}) = \int_{\theta_t} N(z_t | \hat{z}_t(\theta_t^{(i)}_{1:t-1}), \Sigma_t(\theta_t^{(i)}_{1:t-1}))G_0(\theta_t) d\theta_t$$
Algorithm 4 Rao-Blackwellised Particle Filter to sample from $p(\theta_{1:t}|z_{1:t})$

At time 1,
- For $i = 1, \ldots, N$, sample $(x_{0i}^{(i)}, z_{0i}^{(i)}) \sim p_0(x_0)$.
- Set $w_{0i}^{(i)} = \frac{1}{N}$

At each time $t$ ($t \geq 2$)
- For $i = 1, \ldots, N$
  - Sample $\tilde{\theta}_t^{(i)} \sim q(\theta_t|\theta_{t-1}^{(i)}, z_{1:t})$
  - Compute $\tilde{x}_t^{(i)} = \frac{\tilde{x}_t^{(i)} + F \tilde{x}_{t-1}^{(i)}}{\sqrt{\Sigma_t^{(i)}}}$

$\tilde{x}_t^{(i)} = \frac{\tilde{x}_t^{(i)} + F \tilde{x}_{t-1}^{(i)}}{\sqrt{\Sigma_t^{(i)}}}$

$\Sigma_t^{(i)} = \frac{\Sigma_t^{(i)} + (\tilde{x}_t^{(i)} - \tilde{x}_t^{(i)})^T (\tilde{x}_t^{(i)} - \tilde{x}_t^{(i)})^T}{\sum_{i=1}^{N} w_t^{(i)}}$

The weights are then updated with $w_t^{(i)} \propto w_{t-1}^{(i)} f(\theta_{t-1}^{(i)}|\phi_{t-1}^{(i)}, z_{1:t})$.

6. Applications

In this section, we present two applications of the above model and algorithms. We address, first, blind deconvolution and, second, robust regression. In both cases, we assume that the statistics of the state noise are unknown, and modelled as a DPM.

6.1 Blind deconvolution of impulse processes

Blind deconvolution finds many applications in various fields of engineering and physics, such as image de-blurring, spectroscopic data analysis, audio source restoration, etc. We follow here the model presented in [12], which is recalled below.

6.1.1 Statistical Model

Let $H = \begin{pmatrix} 1 & h_1 & \cdots & h_L \end{pmatrix} = \begin{pmatrix} 1 & h \end{pmatrix}$ and $x_t = \begin{pmatrix} v_t & v_{t-1} & \cdots & v_{t-L} \end{pmatrix}^T$. The observed signal $z_t$ is the convolution of the sequence $x_t$ with a finite impulse response filter $H$, observed in additive white Gaussian noise $w_t$. The observation model is then

$z_t = Hx_t + w_t$

where $w_t \sim N(0, \sigma^2_w)$ with $\sigma^2_w$ is the assumed known variance of $w_t$. The state space model can be written as follows:

$x_t = Fx_{t-1} + Gv_t$

where $F = \begin{pmatrix} 0 & 0 \times L \\ 0_{L \times 1} & I_L \end{pmatrix}$, $G = \begin{pmatrix} 1 \\ 0_{m \times n} \end{pmatrix}$ is the null matrix of size $m \times n$ and $I_m$ is the identity matrix of size $m \times m$. The state transition noise $v_t$ is supposed to be independent from $w_t$, and distributed according to the mixture

$v_t \sim \lambda F + (1 - \lambda)\delta_0 \tag{9}$

where $\delta_0$ is the Dirac delta function at 0 and $F$ is a DPM of Gaussians defined in Eq. (5). In other words, the noise is alternatively zero, or distributed according to a DPM of Gaussians.

For simplicity reasons, we introduce latent Bernoulli variables $r_t \in \{0, 1\}$ such that $Pr(r_t = 1) = \lambda$ and $v_t|\{r_t = 1\} \sim f(\cdot|\theta_t)$, $v_t|\{r_t = 0\} \sim \delta_0$. Consider the cluster variable $\phi_t$ defined by $\phi_t = \theta_t$ if $r_t = 1$ and $\phi_t = (0, 0)$ (i.e. parameters corresponding to the delta-mass) if $r_t = 0$, that is, $\phi_t \sim \lambda F + (1 - \lambda)\delta_{0(0,0)}$. By integrating out $F$, one has

$\phi_t|\phi_{-t}, r_t = 1 \sim \lambda p(\phi_t|\phi_{-t}, r_t = 1) + (1 - \lambda)\delta_{0(0,0)}$

where $p(\phi_t|\phi_{-t}, r_t = 1)$ is the Polya urn representation on the set $\phi_{-t} = \{\phi_1 < \phi_{-t} < \phi_t \neq \delta_{0(0,0)}\}$ of size $T'$ given by

$\phi_t|\phi_{-t}, r_t = 1 \sim \frac{\sum_{k=1, k \neq t}^{T'} \delta_{\phi_t - \phi_k'} + \alpha G_0}{\alpha + T'}$

The hyperparameters are $\Phi = (\alpha, h, \lambda)$ (the hyperparameters of the base distribution $G_0$ are assumed fixed and known). These hyperparameters are assumed random with prior distribution $p(\Phi) = p(\alpha)p(h)p(\lambda)$, where

$p(\alpha) = G(\eta, \nu), p(h) = N(0, \Sigma_h), p(\lambda) = B(\zeta, \tau)$
This model has been simulated with the following conditional posteriors:

\[ p(\mathbf{h}|\mathbf{x}_{1:T}, \phi_{1:T}, \alpha, \lambda, \mathbf{z}_{1:T}) \propto p(\mathbf{h}) \times p(\mathbf{z}_{1:T}|\mathbf{x}_{1:T}, \mathbf{h}) \]

and

\[ p(\lambda|\mathbf{x}_{1:T}, \phi_{1:T}, \alpha, \mathbf{h}, \mathbf{z}_{1:T}) = p(\lambda|\mathbf{r}_{1:T}) \]

where \( r_t = 0 \) if \( \phi_t = (0, 0) \) and \( r_t = 1 \) otherwise. The aim is to approximate by MCMC the joint posterior pdf \( p(\mathbf{v}_{1:T}, \phi_{1:T}, \Phi|\mathbf{z}_{1:T}) \). This is done by applying Algorithm 3 for the cluster variable, whereas the other variables are sampled by Metropolis-Hastings or direct sampling w.r.t their conditional posterior.

### 6.1.2 Simulation results

This model has been simulated with the following parameters: \( T = 120 \), \( L = 3 \), \( \mathbf{h} = (-1.5, 0.5, -0.2) \), \( \lambda = 0.6 \), \( \sigma_w^2 = 0.1 \), \( F = 0.7 \mathcal{N}(2, 1) + 0.3 \mathcal{N}(1, -1) \). For the estimation, 5000 MCMC iterations are performed. Fig. 1 (top) displays the MMSE estimate of \( \mathbf{v}_{1:T} \) together with its true value. As can be seen in Fig. 1 (bottom), the residual is very small. Also, as can be seen in Fig. 2, the estimated pdf \( F \) is quite close to the true one.

### 6.2 Robust Regression

We now consider the problem of robust regression as described in [13]. The statistical model considered here is presented below.

\[ z_t = g(y_t) + w_t \]

where \( y_0 < y_1 < \ldots < y_T \) and \( w_t \sim \mathcal{N}(0, \sigma_w^2) \). The function \( g(\cdot) \) is supposed to follow the stochastic differential equation \( g''(y) = v(y/\theta_t) \) \( \forall y \in [y_{t-1}, y_t] \), where \( v(y/\theta_t) \sim \mathcal{N}({\mu_t}, \sigma_t^2) \), i.e., the second derivative of the function \( g \) is piecewise constant and follows a normal pdf of mean and variance given by \( \theta_t = \{\mu_t, \sigma_t^2\} \). Conditional on \( \theta_t \), this may be formulated under the following state space form:

\[ \mathbf{x}_t = F\mathbf{x}_{t-1} + \mathbf{u}_t + v'_t \]

\[ z_t = H\mathbf{x}_t + w_t \]

where \( \mathbf{x}_t = \left( g(y_t) \ g'(y_t) \right)^T \)

\[ F = \left( \begin{array}{cc} 1 & \Delta t \\ 0 & 1 \end{array} \right), \mathbf{u}_t = \left( \begin{array}{c} \Delta^2 \Delta t^2 \\ \Delta^2 \Delta t \end{array} \right), \mathbf{v}_t \]

are independent \( \mathcal{N}(0, \sigma_t^2 \times V(\Delta t)) \),

\[ V(\Delta t) = \left( \begin{array}{cc} \Delta t & \Delta^2 \Delta t \\ \Delta^2 \Delta t & \Delta^2 \Delta t \end{array} \right), H = \left( \begin{array}{cc} 1 & 0 \end{array} \right) \]. \( \Delta t \) is the constant sampling period.

### 6.2.2 Simulation results

We present simulation results obtained with the following settings: \( \sigma_w^2 = 0.1 \), \( \Delta t = 1 \), \( T = 50 \). The true function \( g \) is zero over \([0, 10]\), it switches to \( 4 + \text{sinc}(0.2 \ast (t - 10)) \) over \([10, 20] \) and switches again to \(-5 \times \text{sinc}(0.2 \ast (t - 20)) \) over \([20, 50] \). The regression function has been estimated with both the MCMC algorithm (5000 iterations) and the Rao-Blacwellized particle filter (1000 particles) respectively. The true and estimated regression functions, together with the measurements, are plotted in Figures 3 and 4.
A Backward forward recursion

We recall that, knowing \( \theta_t \), the state space model may be written as

\[
x_t = F_t x_{t-1} + u_t^{(\theta_t)} + G_t v_t^{(\theta_t)}
\]

with \( u_t^{(\theta_t)} = C_t u_t + G_t \mu_t \) is a known input and \( v_t^{(\theta_t)} \) is a centered white Gaussian noise of known covariance matrix \( \Sigma_t \).

The forward backward algorithm uses the following likelihood decomposition:

\[
p(z_{1:t} | \theta_{1:t}) = p(z_{1:t-1} | \theta_{1:t-1}) p(z_t | \theta_{1:t}, z_{1:t-1}) \quad (10)
\]

\[
\int_X p(z_{t+1:T} | x_t, \theta_{t+1:T}) p(x_t | z_{1:t}, \theta_t) dx_t
\]

\[
\int_X p(z_{t+1:T} | x_t, \theta_{t+1:T}) p(x_t | z_{1:t}, \theta_t) dx_t \quad (11)
\]

with \( p(z_{t:T} | x_{t-1}, \theta_{t:T}) \)

\[
= \int_X p(z_{t+1:T} | x_{t-1}, \theta_{t+1:T}) p(z_t, x_t | \theta_t, x_{t-1}) dx_t
\]

It is shown in [10] that if \( \int_X p(z_{t:T} | x_{t-1}, \theta_{t+1:T}) dx_{t-1} < \infty \) then \( \int_X p(z_{t:T} | x_{t-1}, \theta_{t+1:T}) dx_{t-1} \) is a Gaussian distribution w.r.t. \( x_{t-1} \), of mean \( m_{t-1}^{(\theta_{t:T})} \) and covariance \( P_{t-1}^{(\theta_{t:T})} \) always satisfy the following backward information filter recursion.

- Initialization
  \[
P_{T|T}^{(\theta_T)} = H_T^T R_T^{-1} H_T \quad P_{T|T}^{-1}(\theta_T) \quad (12)
\]

- Backward recursion. For \( t = T-1, \ldots, 1 \),

\[
\Delta_{t+1} = I_{n_n} + B_T^T (\theta_{t+1}) P_{t+1|t+1}(\theta_{t+1:T}) B(\theta_{t+1})
\]

\[
P_{t|t+1}^{(\theta_{t+1:T})} = F_T^{T}(\theta_{t+1:T}) P_{t+1|t+1}(\theta_{t+1:T})
\]

\[
\times \left( I_{n_n} - B(\theta_{t+1}) \Delta_{t+1}(\theta_{t+1:T}) \right)
\]

\[
\times B_T^T(\theta_{t+1}) F_{t+1|t+1}(\theta_{t+1:T}) F_{t+1}^{-1}
\]

\[
P_{t|t}^{(\theta_{t:T})} m_{t|t}^{(\theta_{t:T})} = F_T^{T}(\theta_{t+1:T}) (I_{n_n} - P_{t+1|t+1}(\theta_{t+1:T}) B(\theta_{t+1}))
\]

\[
\times B(\theta_{t+1}) \Delta_{t+1}(\theta_{t+1:T}) B_T^T(\theta_{t+1}) + P_{t+1|t+1}(\theta_{t+1:T})
\]

\[
P_{t|t}^{(\theta_{t:T})} m_{t|t}^{(\theta_{t:T})} = F_T^{T}(\theta_{t+1:T}) m_{t+1|t+1}^{(\theta_{t+1:T})} + H_T^T R_T^{-1} \zeta_t
\]

where \( B(\theta_t) = G_t \times \text{chol}(\Sigma_t) \).

7 Conclusion

In this article we have presented a Bayesian nonparametric model which allows us to estimate the state noise pdf in a linear dynamic model. The methodology presented here can be straightforwardly extended to estimate the observation noise pdf. The Dirichlet process mixture considered here is flexible and we have presented two simulation-based algorithms based on Rao-Blackwellisation which allows us to perform efficiently inference. We are currently investigating the following extensions of our methodology. First, it would be of interest to consider nonlinear dynamic models. Second, it would be important to develop non-stationary Dirichlet process mixture models in cases where the noise statistics are assumed to evolve over time.
For the Metropolis Hasting ratio, we need to compute the acceptance probability only with a probability constant
\[
p(\mathbf{z}_1:T|\theta_{1:T}) \propto p(\mathbf{z}_1|\theta_{1:T}, \mathbf{z}_{1:t-1}) \times \int_{\mathcal{X}} p(\mathbf{z}_{t+1:T}|\mathbf{x}_t, \theta_{t+1:T})p(\mathbf{x}_t|\mathbf{z}_{1:t}, \theta_{1:t})d\mathbf{x}_t
\]
\[
(13)
\]

If \(P_{it}(\theta_{1:t}) \neq 0\) then it exists \(\Pi_{it}(\theta_{1:t})\) and \(Q_{it}(\theta_{1:t})\) such that \(P_{it}(\theta_{1:t}) = Q_{it}(\theta_{1:t})\Pi_{it}(\theta_{1:t})Q_{it}^T(\theta_{1:t})\). The matrices \(Q_{it}(\theta_{1:t})\) and \(\Pi_{it}(\theta_{1:t})\) are straightforwardly obtained using the singular value decomposition of \(P_{it}(\theta_{1:t})\). Matrix \(\Pi_{it}(\theta_{1:t})\) is a \(n_t \times n_t\), \(1 \leq n_t \leq n_x\) diagonal matrix with the nonzero eigenvalues of \(P_{it}(\theta_{1:t})\) as elements. Then one has
\[
p(\mathbf{z}_1:T|\theta_{1:T}) \propto N(\tilde{\mathbf{z}}_{it}^{-1}(\theta_{1:t}), \mathbf{S}_t(\theta_{1:t}))
\times \left[ \Pi_{it}^{-1}(\theta_{1:t})Q_{it}^T(\theta_{1:t})P_{it}^{-1}(\theta_{1:t+1:T})Q_{it}(\theta_{1:t}) + \mathbf{I}_{n_t} \right]^{-\frac{1}{2}}
\times \exp\left( -\frac{1}{2} \mathbf{m}_t^T(\theta_{1:t})P_{it}^{-1}(\theta_{1:t+1:T})m_t(\theta_{1:t}) \right)
\times \left( m_{t+1}^T(\theta_{1:t+1:T}) - m_{it}(\theta_{1:t}))^T \right)
\times P_{it}^{-1}(\theta_{1:t})A_{it}(\theta_{1:t})
\times P_{it}^{T}(\theta_{1:t})(m_{t+1}^T(\theta_{1:t+1:T}) - m_{it}(\theta_{1:t}))
\]
where
\[
A_{it}(\theta_{1:t}) = Q_{it}(\theta_{1:t})
\times \left[ \Pi_{it}^{-1}(\theta_{1:t}) + Q_{it}^T(\theta_{1:t})P_{it}^{-1}(\theta_{1:t+1:T})Q_{it}(\theta_{1:t}) \right]^{-1}
\times Q_{it}^T(\theta_{1:t})
\]
The quantities \(m_{it}(\theta_{1:t}), P_{it}(\theta_{1:t}), \tilde{z}_{it}^{-1}(\theta_{1:t})\) and \(S_t(\theta_{1:t})\) are, resp., the one-step ahead filtered estimate and covariance matrix of \(\mathbf{x}_t\), the innovation at time \(t\), and the covariance of this innovation. These quantities are given by the Kalman filter, the system being linear Gaussian conditional upon \(\theta_{1:t}\).
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