Abstract - Target detection from hyperspectral imagery requires the fusion of information from hundreds of spectral bands. In this paper, we study such fusion in the context of hyperspectral image classification. Previous research applying kernel methods such as support vector machines (SVMs) to hyperspectral image classification has achieved performance competitive with the best available algorithms. However, few efforts have so far been made to extend SVMs to fit the specific requirements of this application, e.g., by building tailor-made kernels. To this effect, we propose a novel spectrally weighted kernel. Observation of real-life spectral signatures from the AVIRIS hyperspectral dataset shows that the useful information for classification is not equally distributed across bands. Hence, we propose the use of spectrally weighted kernels to assign weights to different bands according to the amount of useful information they contain. We have carried out experiments on the AVIRIS 92AV3C dataset to assess the performance of the proposed method. Results show potential for improvement in classification accuracy.

1. Introduction

Traditional information fusion has focused on techniques to integrate data from multiple sensors where one-dimensional or two-dimensional sensor signals are typically used. However, evolution of technology has lead to sensors which are currently capable of producing much higher-dimensional data in space and time. Hyperspectral sensors simultaneously measure hundreds of narrow and contiguous spectral bands from a wide electromagnetic spectrum (e.g., from visible light to mid-infrared region, 0.4 to 2.5 μm). The increase of spectral bands makes it possible to reduce overlap between classes [1, 2], and therefore greatly enhances the potential to discriminate subtle spectral difference among materials that multispectral imaging cannot achieve. In recent years, hyperspectral image classification has received significant attention in many civilian and military applications [1]. The purpose of hyperspectral image classification is to recognise materials or surfaces by analysing the spectral signatures extracted from hyperspectral sensors. They require the careful design of new algorithms that are able to fuse hundreds of spectral bands whilst minimising the effects from the curse of dimensionality.

One of the main problems encountered with hyperspectral image classification is the high dimensionality of hyperspectral data; for instance, the AVIRIS hyperspectral sensor [3] has 224 spectral bands. The performance of supervised classification methods is governed by the availability of training samples and the dimensionality of input space. Hughes [4] demonstrated the relationship between the recognition accuracy and model complexity for different training dataset sizes. Hughes’ results show that the accuracies of recognition algorithms will not always increase with the number of signal dimensions used. Given a fixed amount of training data, classification accuracy, as a function of signal dimension, will reach a maximum and then decline. This is mainly because the limited amount of training data in high-dimensional spaces will degrade the estimation accuracy of a larger number of parameters such as the covariance matrix. In hyperspectral image classification, the amount of training data is always limited, and the proportion of training pixels to the number of bands can be relatively small. Although hyperspectral data have many spectral bands, care must be taken not to simply overfit the data in this higher dimensional space and degrade recognition accuracy. To limit the effect of Hughes phenomenon, or the ‘curse of dimensionality’, some form of prior should be placed on the class of classifiers. This can take many forms, such as smoothness, or a more direct prior based on a feature selection/extraction stage applied to reduce the dimensionality. Successful feature selection/extraction can reduce the redundancy in the data, but care must also be taken not to remove features that contain discriminatory information. Despite that feature selection or subspace extraction can be a time-consuming pre-processing step, furthermore, the limited number of training data may cause biased class
statistics, which can degrade feature selection or extraction. Hence, obtaining a robust method with a more integrated subspace approach is an important research topic in hyperspectral image classification.

Kernel methods, such as support vector machines (SVMs) [5, 6], have already shown superior performance in many machine learning applications. In contrast to most connectionist techniques, SVM learning involves solving a convex optimisation problem with a unique global solution. SVMs create optimal classifiers in the sense of a maximum margin. Unlike many parametric methods, SVMs do not rely on estimating the density functions underlying the training dataset, and as such is less affected by the high dimensionality of input space [7]. The SVM determines a separating boundary that is defined by a subset of weighted training samples, called support vectors. Both the support vectors and the multiplying coefficients are obtained as the solution to a quadratic program. Hence, as long as the training samples are representative enough, the search for the separating boundary will not be significantly affected by the statistical estimation and the number of training samples.

With the successful application of SVMs to a wide variety of different pattern recognition areas, such as 3D object recognition, image classification, character recognition, etc., SVMs have recently attracted increasing attention in remote-sensed multi/hyper-spectral communities [7, 8, 9, 10, 11, 12, 13, 14]. Previous literature applying SVMs to hyperspectral data classification [10, 11, 12] has shown competitive performance with the best available classification algorithms. However, the full potential of SVMs, such as developing custom kernels to integrate prior domain knowledge has not been fully explored; little attention has been drawn to the characteristic that parts of the spectrum will provide a much richer descriptor for classification than other parts of the spectrum.

In this paper, we propose the use of spectrally weighted kernels (SW kernels) to take better advantage of SVM techniques for hyperspectral image classification. We firstly highlight the non-uniform information distribution of the sensor information for classification among hyperspectral bands based on examples of two real-life spectral signatures and the AVIRIS hyperspectral dataset. Then we propose a simple modification to the kernel function to take into account the difference of the relative utility of each spectral band. An outstanding problem regarding the SW kernels is determining the spectral weight values. To address this we propose a scheme to estimate the spectrally weighted coefficients by computing the mutual information between spectral bands and the training targets derived from the ground-truth reference map, so as to encode the utility difference of various spectral bands.

The remainder of this paper is organised as follows. In Section 2, we discuss the non-uniform information distribution of hyperspectral data. In Section 3, we briefly review the basic SVM method and then propose the spectrally weighted kernels for hyperspectral data classification. We discuss how to use the mutual information to estimate the spectrally weighted coefficients in Section 4. Several experiments are carried out to test the performance of the proposed method, which are presented in Section 5. Finally, we end this paper with some conclusions and a proposal for future work.

### 2. Unbalanced information distribution

The majority of previous research [10, 11, 12] has directly applied standard SVMs to hyperspectral image classification, without introducing a custom kernel. Typically, generic kernels such as linear, polynomial and Gaussian are applied, without special consideration to the nature of hyperspectral data. This work aims to incorporate the characteristics of hyperspectral data, such as non-uniform information distribution among the spectral bands, spatial characteristics, etc.

The fundamental physical principle underlying hyper/multi-spectral recognition is that the spectral reflectance of the component materials can characterise their molecular composition and shape. The spectral reflectance curves for different materials will be dissimilar. The classification is carried out by analysing the electromagnetic reflectance as a function of the wavelength, i.e., the spectral signature. Hyperspectral sensors sample signals in a wide spectrum and it is to be expected that different parts of spectrum will have differing representative capabilities to distinguish the objects of interest. In some parts of the spectrum materials may have a much more unique spectral reflectance signature than other parts of the spectrum. The Figure 1 illustrates two real-life examples of spectral reflectance from two classes of vegetation. There is an overlap between the two classes due to the natural spectral variability of reflectance. If we do not consider the second or higher order statistics, these two classes are more separable in the region [1.6-1.8µm] than other heavily overlapped regions like [0.5-1.2µm], [1.3-1.5µm], [1.9-2.0µm] or [2.4-2.6µm]. Within the classification framework, we can say that the region [1.6-1.8µm] is relatively more descriptive. Therefore, it would be expected that the learning task should place greater emphasis on the sensor information in the region [1.6-1.8µm]. To illustrate this further, Figure 2 and Figure 3 show a subset of a hyperspec-
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1 This figure is taken from reference [2].
Figure 1. Spectral responses for two classes of vegetation\textsuperscript{2}.

Figure 2. False-colour images of AVIRIS, from spectral band 141 to 160.

Figure 3. False-colour image of AVIRIS, from spectral band 181 to 200.

Figure 4. AVIRIS reference map.

Contral image \textsuperscript{2} from the AVIRIS dataset. This dataset consists of a 220 dimensional hyperspectral image (4 of the 224 bands from the sensor contain zero response and have been removed) with a spatial resolution of 125 x 125 pixels.

Comparing these hyperspectral bands with the ground-truth reference map (Figure 4), we can see that the inherent scale varies across the bands. For example, in bands 181 to 200, we can roughly distinguish the outline of the reference map, whereas in bands 150 and 160, this becomes impossible. However, it is not possible to conclude that the lower bands do not contain useful discriminatory information, since they may contribute towards higher order information.

Figure 1 reveals that the non-uniform distribution of discriminatory information can exist in hyperspectral data. In the set of spectral bands, some bands may contain more useful information for classification than others. This introduces the potential to emphasise effective spectral bands or windows, with spectral management algorithms. In the SVM-based classification framework, a straightforward approach is to modify the kernel by assigning different weights to different bands automatically, or adaptively, according to the amount of useful classification information contained within the band. To this end, we propose the use of spectrally weighted kernels to better exploit this specific characteristic in hyperspectral data.

3. Spectrally weighted kernels

To present the proposed spectrally weighted kernel, let us first introduce the relevant SVM formulae that will be used in our discussion. A detailed introduction of SVMs theory can be found in [5, 15, 16].

Let $\mathbf{x}_i = (x_1, x_2, \cdots, x_N)$ be a $N$-dimensional hyperspectral data vector, $y_i \in \{+1, -1\}$ be the classification targets, $\alpha = (\alpha_1, \alpha_2, \cdots, \alpha_M)$, be the Lagrange multipliers, $M$ the number of examples and $b$ a threshold. The SVM classifier can be represented as:

$$f(\mathbf{x}) = \text{sgn}\left(\sum_{i=1}^{M} y_i \alpha_i K(\mathbf{x}_i, \mathbf{x}) + b\right)$$

where $K(\mathbf{x}, \mathbf{x'}) = \Phi(\mathbf{x})^T \Phi(\mathbf{x'})$ is an appropriate kernel function which has a corresponding inner product expansion, $\Phi$. The commonly-used functions are polynomials and Gaussian radial basis functions (RBFs):

$$K(\mathbf{x}, \mathbf{x'}) = (\mathbf{x}^T \mathbf{x'} + 1)^d$$

2 All hyperspectral images illustrated in this paper are transformed using a suitable false colour palette.
\[ K(x, x') = \exp(-\gamma\|x - x'\|^2) \] (2)

For a hyperspectral data vector \( x_i = (x_1, x_2, \ldots, x_N) \), the component \( x_i \) corresponds to the reflectance value in a specific hyperspectral band \( i, 1 \leq i \leq N \). Generic kernels, e.g. Equation 1 and Equation 2, regard each component \( x_i \) with equal emphasis in their projection into feature space. However, this paper has motivated that it is advantageous to moderate the spectral information according to the richness of the descriptor. For example if the component \( x_i \) is a reflectance value in the spectrum where two classes can be clearly separated such as the region [1.6-1.8\( \mu \)m] in Figure 1, providing this feature with a larger effect in feature space could improve classification, and similarly reducing it when it confers little description.

Under the SVM framework, the simplest way of reflecting the above consideration is via a modification of the kernel function to assign different weights to different bands. Hence, we assign a series of weights, \( s = (s_1, s_2, \ldots, s_N) \), to scale each feature \( x_i \) in the hyperspectral data vector before mapping into the feature space. To simplify notation we introduce a diagonal matrix, \( S = \text{diag}(s) \). Given this weighting the spectrally weighted kernels for a polynomial and an RBF can be written as:

\[ K_{sw}(x, x') = (x^T S^T S x' + 1)^d \] (3)

\[ K_{sw}(x, x') = \exp(-\gamma\|S(x - x')\|^2) \] (4)

The necessary and sufficient condition for deciding whether a function is a kernel is given by the Mercer’s theorem. It is easy to prove that the spectrally weighted kernels still satisfy Mercer’s condition, since they correspond to a simple scaling of the input space. Substituting the spectrally weighted kernels into Equation 1, gives the corresponding spectrally weighted SVM.

4. Estimation of the spectrally weighted coefficients

In the SW kernels, the spectrally weighted coefficients \( s_i \), determine the relative influence of each band to the kernel values. A suitable paradigm is required to estimate these coefficients. Possible methods include learning or estimating these from the data, or through prior knowledge. Here, we propose a straightforward method which uses the Mutual Information (MI) to estimate the spectrally weighted coefficients.

4.1. Mutual information

MI is a basic concept from information theory to measure the statistical dependence between two random variables [17], and has been applied in many areas including image registration [18, 19] and information fusion [20]. Given two random variables, \( A \) and \( B \), with marginal probability distributions, \( p_A(a) \) and \( p_B(b) \), and joint probability distribution \( p_{AB}(a, b) \), MI is defined as:

\[ I(A, B) = \sum_{a,b} p_{AB}(a,b) \log \frac{p_{AB}(a,b)}{p_A(a)p_B(b)} \] (5)

MI is related to entropy by the following equations:

\[ I(A, B) = H(A) + H(B) - H(A,B) \]
\[ = H(A) - H(A|B) \]
\[ = H(B) - H(B|A) \] (6)

where \( H(A) \) and \( H(B) \) are the entropy of \( A \) and \( B \), \( H(A,B) \) their joint entropy, and \( H(A|B) \) and \( H(B|A) \) the conditional entropies of \( A \) given \( B \) and of \( B \) given \( A \), respectively. Using the definition of Shannon entropy, these entropies can be written as:

\[ H(A) = -\sum_a p_A(a) \log p_A(a) \] (7)

\[ H(A, B) = -\sum_{a,b} p_{AB}(a,b) \log p_{AB}(a,b) \] (8)

\[ H(A|B) = -\sum_{a,b} p_{AB}(a,b) \log p_{A|B}(a|b) \] (9)

MI can measure the statistical dependence or information redundancy between two random variables. If we model hyperspectral images and the corresponding reference map 3 as random variables, MI can be used to estimate the dependency between a spectral image and the reference map. This is helpful to investigate how much information a spectral image contains about the reference map. Since the reference map is the objective of training, the MI between a spectral band and its reference map can be used as an approximation to the utility of this spectral band to classification. However, it should be noted that this method only considers the effect of each individual band to classification independently and as such will not detect higher order interactions for more complex situations.

4.2. Estimation of the spectrally weighted coefficients using MI and reference map

Considering random variables \( A \) and \( B \) as two images, marginal distributions of \( A \) and \( B \) can be estimated by counting the number of times each value occurs in the images and dividing by the total number of pixels [19] (i.e., the normalised histogram). Thus estimation for marginal distribution \( p_A(a) \), \( p_B(b) \) and the joint probability distribution
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3 The reference map denotes a marked image of the scene, i.e., the ground truth map, in which each pixel is correctly labelled to a class
A VIRIS dataset can be downloaded from a public website at Purdue University: ftp://ftp.ecn.purdue.edu/biehl/MultiSpec/.

In supervised hyperspectral image classification, e.g., SVM-based methods, a reference map is usually available for the aim of training or learning. Let \( A \) be the reference map and \( B \) a spectral image band, the entropy \( H(A) \) is known to be a measure of the amount of uncertainty about \( A \), while \( H(A|B) \) is the amount of uncertainty left in \( A \) when knowing \( B \). From Equation 6, \( I(A, B) \) is the reduction in the uncertainty of reference map \( A \) by the knowledge of hyperspectral image \( B \). Hence, MI can be interpreted as the amount of information that hyperspectral image \( B \) contains about reference map \( A \) (see Figure 5). In other words, MI has the ability to reflect the amount of information that a hyperspectral band \( B \) contains about the reference map \( A \). Since the reference map contains ground truth information, this can be used to estimate the individual band contribution in isolation to the classification task. Thus, \( I(A, B) \) can be used to estimate the spectrally weighted coefficients.

In our SW kernels, we use MI to estimate the weighted coefficients in Equation 3 and Equation 4. The higher the MI, the higher the weight that is assigned to the spectral band.

5. Experiments

To test the proposed method, we implemented the spectrally weighted scheme as shown in section 3 and 4, and ran the algorithm on AVIRIS 92AV3C hyperspectral dataset.

We assessed the performance of the proposed method by comparing to a standard SVM with no spectral weighting of the kernel as adopted in [7, 10, 9]. The performance measurement adopted assessed the classification accuracy of the proposed method on a hold-out set.

We chose four types of ground plants as the classification objects including corn-notill (class \( A \)), soybeans-notill (class \( B \)), soybeans-min (class \( C \)), and grass/trees (class \( D \)). In the four classes, we randomly chose 20% of samples from every class as the training set. The remaining 80% of pixels form the testing set. The SVM hyperparameters, \( C \), and any additional kernel parameters, were optimised using part of the training set as a validation set.

SVMs were originally conceived for binary classification problems. There are two main approaches to combining several binary SVM classifiers to form a multi-class machine:

1. ‘one against one’: This method constructs \( \binom{k}{2} \) = \( k(k-1)/2 \) classifiers, where \( k \) is the number of classes. Each classifier is trained pairwise on data from two classes. A majority voting strategy is applied to decide which class the test data is in.

2. ‘one against the others’: The method constructs \( k \) SVM classifiers to separate class \( k \) from the remaining classes. Then all \( k \) classifiers are applied to the test data, and the label of the classifier with the strongest prediction is selected. We adopt the ‘one against one’ and majority voting as our multi-class scheme. As a result, the four training sets are used to train six binary SVM classifiers, namely, \( C_{A|B} \), \( C_{A|C} \), \( C_{A|D} \), \( C_{B|C} \), \( C_{B|D} \) and \( C_{C|D} \).

The experimental results are shown in Table 1 to Table 4. Table 1 and Table 2 are comparisons of the overall classification accuracy based on polynomial and RBF kernel. From Table 1 and Table 2, it can be seen that the proposed method based on the spectrally weighted method outperforms the un-weighted method in terms of overall classification accuracy in both the polynomial and RBF kernel. As analysed later, the extent of the improvement may depend on several factors, like the scene content, the estimation accuracy of weighted coefficients, etc.

To further illustrate the improvement over the un-weighted method of the proposed method, we also present those classification accuracies based on each individual classifier and enable a detailed comparisons between

<table>
<thead>
<tr>
<th>Method using polynomial kernel</th>
<th>Overall classification accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method using SW polynomial kernel</td>
<td>Overall classification accuracy</td>
</tr>
</tbody>
</table>

Table 1. Comparison of overall classification accuracy, polynomial kernel, \( d = 3 \)

Table 2. Comparison of overall classification accuracy, RBF kernel, \( \gamma = 1 \)
the un-weighted scheme and the proposed scheme. The advantage of so doing is to see exactly which classifier(s) has been improved, since the overall classification only indicates an average result on the whole and often conceals some useful information about the improvement distribution among each individual classifier and to what extent this improvement is. Additional benefit can also be obtained to find which individual classifier performed poorly while the overall improvement is verified. This can provide useful information to assess and then improve the multi-class scheme, e.g., majority voting.

Table 3 and Table 4 show the classification results of each individual classifiers, i.e., $C_{A|B}$, $C_{A|C}$, $C_{A|D}$, $C_{B|C}$, $C_{B|D}$ and $C_{C|D}$, based on polynomial and RBF kernel, respectively. In this experiment, only data from the related classes attend the test of the corresponding classifier. For example, only data from classes $B$ and $C$ are used to test the classifier $C_{B|C}$, and other data from classes $A$ or $D$ will not attend this test. From Table 3 and Table 4, it can be seen that the spectrally weighted scheme outperformed or drew almost the same performance with the un-weighted scheme and the proposed scheme. To explain this, three possible reasons are analysed and listed as follows:

1. The kernel function has not yet been particularly adjusted to the specific classification task, for example to be optimised in the SVMs learning procedure. In other words, the weighted scheme proposed in this section, i.e., directly imposing the weighted coefficients to the input vector in the polynomial or RBF kernel functions has not fully tuned to use the information-variation among different spectral bands in SVMs. In this sense, the proposed kernel function may not necessarily produce a better feature space and higher classification accuracy. Further improvement of this method is the next step of our research.

2. We verified that the spectrally weighted coefficients calculated from the mutual information matches our visual evaluation of the amount of discriminatory information contained in each spectral band. The more amount of discriminatory information, the higher the MI value is. However, the relatively utility evaluated on the basis of ‘human visual observation’ does not always guarantee that it is proportional to the real amount of discriminatory information. Our future research will look into if a more suitable scheme to calculate the spectrally weighted coefficients exists.

3. Finally, the proposed utility evaluation method estimates the importance of each spectral band in isolation, and therefore may fail to find the band combinations which are important together but poorly performed individually.

### 6. Conclusions

In this paper, we have proposed an extension to the SVM-based classification method using spectrally weighted kernels for hyperspectral image integration. This research is motivated by the observation that the useful information for classification is not equally distributed among each spectral band. We have shown that by a simple spectral customisation of the kernel using a mutual information criterion it is possible to increase the classification performance. Further research is aimed at more advanced customisation of the kernel, based on learning an improved kernel from the data. As such this procedure should be able to exploit higher order signature information that is contained in the spectrum rather than the simple independent procedure adopted in this paper. To this end the approach has potential to offer significant performance increases over techniques operating in generic kernel spaces. Other possible research is also identified such as revising the estimation scheme of the spectral weighted coefficients to better reflect the utility of each spectral band; and investigation of other approaches such as relevance vector machines.
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