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Abstract—In this work, a mobility based perspective of jamming is presented, based on our ongoing work related to secure communication in networks of autonomous vehicles. The framework of differential game theory is extended from the classical two-player scenario to multi-player games involving two teams. Necessary conditions satisfied by the optimal trajectories are derived under assumptions of uniqueness and existence of the optimal trajectories. Finally, results are presented for several simulation scenarios involving different numbers of vehicles and their dynamics.
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I. INTRODUCTION

The decentralized nature of wireless ad hoc networks makes them vulnerable to security threats. A prominent example of such threats is jamming: a malicious attack whose objective is to disrupt the communication of the victim network intentionally, causing interference or collision at the receiver side. Jamming attack is a well-studied and active area of research in wireless networks. In late 2009, there have been reports of predator drones being hacked [37], [38] resulting in intruders gaining access to classified data being transmitted from an aircraft. Unauthorized intrusion of such kind has started a race between the engineers and the hackers; therefore, we have been witnessing a surge of new smart systems aiming to relate the resilience in the communication network to their dynamics.

Jamming is a malicious attack whose objective is to disrupt the communication of the victim network intentionally causing interference or collision at the receiver side. Jamming attack is a well-studied and active area of research in wireless networks. Many defense strategies have been proposed by researchers against jamming in wireless networks. In [30], Wu et al. propose two strategies to evade jamming. The first strategy, channel surfing, is a form of spectral evasion that involves legitimate wireless devices changing the channel that they are operating on. The second strategy, spatial retreats, is a form of spatial evasion whereby legitimate devices move away from the jammer. In [28], Wood et al. present a distributed protocol to map jammed region so that the network can avoid routing traffic through it. The solution proposed by Wu et al. [30] present a distributed protocol to map jammed region so that the network can avoid routing traffic through it. The solution proposed by
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Cagalj et al. [6] uses different worm holes (wired worm holes, frequency-hopping pairs, and uncoordinated channel hopping) that lead out of the jammed region to report the alarm to the network operator. In [29], Wood et al. investigate how to deliberately avoid jamming in IEEE 802.15.4 based wireless networks. In [7], Lin Chen et al. propose a strategy to introduce a special node in the network called the anti-jammer to drain the jammer’s energy. To achieve its goal, the anti-jammer configures the probability of transmitting bait packets to attract the jammer to transmit.

For a static jammer and mobile nodes, the optimal strategy for the nodes is to retreat away from the jammer after detecting jamming. Constraints in the motion of the agents as well as of the jammers might lead to situations in which the strategy of simple retreat ceases to be optimal. The scenarios presented in this paper address the aforementioned problem. The overarching goal of our work is to analyze jamming in multi-agent systems from the perspective of pursuit-evasion games so as to relate the resilience in the communication network to their mobility models, in the presence of a mobile adversary in the communication channel. Pursuit-evasion games are a special class of zero-sum games [1] that model conflict scenarios between mobile players. Such dynamic games governed by differential equations can be analyzed using tools from differential game theory [13] [11]. In [33], an elaborate reference to prior work in two-player, as well as, multi-player pursuit-evasion games, relevant to this paper, is presented.

In this paper, we present a general framework and associated techniques, developed in [33], [34], [35] and [32], to address different scenarios of vehicular jamming in combat scenarios. We also shed some light on future problems relevant to jamming in mobile networks from the perspective of differential game theory. In Section II, we introduce the communication and the dynamic model of the agents. In Section III, we present a formal statement of the problem under consideration. In Section IV, we present a derivation of the necessary conditions that must be satisfied for optimality. In Section V, we present our results for various scenarios and provide a qualitative analysis of our results. In Section VI, we present our current research and also the future problems that need to be addressed.
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II. COMMUNICATION AND MOBILITY MODELS

In this section, at first, we present the communication model between a receiver and a transmitter in the presence of a jammer. Next, we present the dynamic models that govern the motion of the nodes as well as of the jammers.

A. Jammer and Communication Model

Consider a mobile node (receiver) receiving messages from another mobile node (transmitter) at some frequency. Both communicating nodes are assumed to be lying on a plane. Consider a third node that is attempting to jam the communication channel in between the transmitter and the receiver by sending a high power noise at the same frequency. This kind of jamming is referred to as trivial jamming. Two other types of jamming are:

1) Periodic jamming: This refers to a periodic noise pulse being generated by the jammer irrespective of the packets that are put on the network.

2) Intelligent jamming: In this mode of jamming a jammer is put in a promiscuous mode to destroy primarily the control packets.

A variety of metrics can be used to compare the effectiveness of various jamming attacks. Some of these metrics are energy efficiency, low probability of detection, and strong denial of service [17] [16]. In this paper, we use the ratio of the jamming-power to the signal-power (JSR) as the metric. From [20], we have the following models for the JSR ($\xi$) at the receiver’s antenna.

1) $R^n$ model

$$\xi = \frac{P_{Jr} G_{JR} G_{RJ}}{P_T G_{TR} G_{RT}} 10^{10 \log_{10}(\frac{\text{JSR}}{\text{DB}})}$$

2) Ground Reflection Propagation

$$\xi = \frac{P_{Jr} G_{JR} G_{RJ}}{P_T G_{TR} G_{RT}} \left( \frac{h_J}{h_T} \right)^2 \left( \frac{D_{TR}}{D_{JR}} \right)^4$$

3) Nicholson

$$\xi = \frac{P_{Jr} G_{JR} G_{RJ}}{P_T G_{TR} G_{RT}} 10^{4 \log_{10}(\frac{\text{JSR}}{\text{DB}})}$$

where $P_{Jr}$ is the power of the jammer transmitting antenna, $P_T$ is the power of the transmitter, $G_{TR}$ is the antenna gain from transmitter to receiver, $G_{RT}$ is the antenna gain from receiver to transmitter, $G_{JR}$ is the antenna gain from jammer to receiver, $G_{RJ}$ is the antenna gain from receiver to jammer, $h_J$ is the height of the jammer antenna above the ground, $h_T$ is the height of the transmitter antenna above the ground, $D_{TR}$ is the Euclidean distance between the transmitter and the receiver, and $D_{JR}$ is the Euclidean distance between the jammer and the transmitter. All the above models are based on the propagation loss depending on the distance of the jammer and the transmitter from the receiver. In all the above models JSR is dependent on the ratio $\frac{D_{TR}}{D_{JR}}$.

For digital signals, the jammer’s goal is to raise the ratio to a level such that the bit error rate [21] is above a certain threshold. For analog voice communication, the goal is to reduce the articulation performance so that the signals are difficult to understand. Hence we assume that the communication channel between a receiver and a transmitter is considered to be jammed in the presence of a jammer if $\xi \geq \xi_{tr}$, where $\xi_{tr}$ is a threshold determined by many factors including application scenario and communication hardware. If all the parameters except the mutual distances between the jammer, transmitter and receiver are kept constant, we can conclude the following from all the above models: If the ratio $\frac{D_{TR}}{D_{JR}} \geq \eta$ then the communication channel between a transmitter and a receiver is considered to be jammed. Here $\eta$ is a function of $\xi$, $P_{Jr}$, $P_T$, $G_{TR}$, $G_{RT}$, $G_{JR}$, $G_{RJ}$ and $D_{TR}$. Hence if the transmitter is not within a disc of radius $\eta D_{JR}$ centered around the receiver, then the communication channel is considered to be jammed.

We call this disc as the perception range. The perception range for any node depends on the distance between the jammer and the node. For effective communication between two nodes, each node should be able to transmit as well as receive messages from the other node. Hence two nodes can communicate if they lie in each other’s perception range.

We will adopt the above jamming and communication model, for the rest of the paper.

B. Dynamics of the nodes

We assume that there are $m$ agents in the network in the presence of a jammer. Let the dynamics associated with the $i$th agent be given by the following equation:

$$\dot{x}_i = f_i(x_i, u_i)$$

where, $x_i \in \mathbb{R}^{n_i}$, $u_i \in U_i \simeq \{ \phi : [0, \mathbb{I}] \rightarrow A_i \}$ is measurable, where $A_i \subset \mathbb{R}^{n_i}$, $f_i : \mathbb{R}^i \times A_i \rightarrow \mathbb{R}$ is uniformly continuous, bounded and Lipschitz continuous in $x_i$ for fixed $u_i$. Consequently, given a fixed $u_i(\cdot)$ and initial point, there exists a unique trajectory solving Equation (1) [39]. Let the state of node $i$ be denoted as $x_i \in X_i \subset \mathbb{R}^{n_i}$.

Let $X'$ denote the state-space of the jammer. We assume that the jammer has the following dynamics associated with itself:

$$\dot{x}_i' = f_i'(x_i', u_i')$$

where $x_i' \in \mathbb{R}^{n_i'}$, $u_i' \in U_i' \simeq \{ \phi : [0, \mathbb{I}] \rightarrow A_i' \}$ is measurable, where $A_i' \subset \mathbb{R}^{n_i'}$, $f_i' : \mathbb{R}^i \times A_i' \rightarrow \mathbb{R}$ is uniformly continuous, bounded and Lipschitz continuous in $x_i'$ for fixed $u_i'$.

Let $X' = X'_1 \times \cdots \times X'_n \times X'_1 \times \cdots \times X'_m \subset \bigoplus_i \mathbb{R}^{n_i'} \times \bigoplus_i \mathbb{R}^{n_i'}$ represent the entire state of the system, where, $\bigoplus$ represents the Cartesian product of the Euclidean spaces $\mathbb{R}^{n_i'}$.

We define the workspace [36] as the ambient space in which the agents operate. Since we are interested in vehicular networks, the ambient space of the nodes is either $\mathbb{R}^2$ or $\mathbb{R}^3$. Since all the agents reside in the same ambient space, we use $\Omega$ to denote the workspace for all agents. Let $\bar{x}_i$ denote the coordinates of the $i$th agent in $\Omega$. We assume that $\Omega$ is equipped with a distance metric $\rho : \Omega \times \Omega \rightarrow \mathbb{R}$.

As a simple example to highlight the difference between the state space and the workspace, consider the following second
order agent that moves on a straight line, with $u$ as the control input.

$$\begin{align*}
\dot{x}_1 &= x_2 \\
\dot{x}_2 &= u
\end{align*}$$

The state space for the system can be represented by the vector $x = [x_1 \ x_2]^T$. The state space is two dimensional but the agent can only move on a straight line and hence the workspace is $\Omega = \mathbb{R}^1$. For any state $x$, $\bar{x} = x_1$. For two states $x^*, x^{**} \in \Omega$, $\rho(x^*, x^{**}) = \|x^*_1 - x^{**}_1\|$. In the next section, we present a differential game formulation for the problem of maintaining connectivity among the agents in the presence of the jammer.

III. PROBLEM FORMULATION

In this section, the problem of maintaining network connectivity among the agents is formally stated. Due to the presence of a jammer in the vicinity, the connectivity of the underlying communication network depends on the position of the agents relative to the jammer. The network is modeled as a graph. Since the agents and the jammer are assumed to be mobile, the connectivity of the network evolves in time rendering the graph to be dynamic. Moreover, the topology of the graph depends on the state of the nodes. Therefore, the framework of state-dependent graphs [41] is considered. A state-dependent graph is a mapping, $g_c$, from the state space $X$, to the set of all labeled graphs on $n$ vertices, $G(n)$, i.e.,

$$g_c : X \rightarrow G(n)$$

It is assumed that the order of these graphs at all times is $n$, since the number of agents remains constant. Let $E(g_c(x))$ denote the edge-set of the graph under consideration.

Let $d = \rho(x_i, x_j)$, where $x_i$ and $x_j$ are the coordinates of the nodes $i$ and $j$ in the workspace $\Omega$ equipped with a distance metric $\rho$. Let $B_{\rho}(p|\epsilon) = \{y \in \Omega \mid \rho(y, p) \leq \epsilon\}$. We define $S_{ij} \subset X_i \times X_j$, to be the following set

$$S_{ij} = \{(x_i, x_j) \mid x_k \notin B_{\rho}(x_i) \cup B_{\rho}(x_j), \forall k \in [1, \cdots, m]\}$$

Nodes $i$ and $j$ belong to the edge set of $g_c(x)$ when the following condition is satisfied:

$$ij \in E(g_c(x)) \quad \text{if and only if} \quad (x_i, x_j) \in S_{ij} \quad (3)$$

The collection of edge states is denoted as

$$\mathcal{S} = \{S_{ij}\}_{i,j \in [1, \cdots, n], i \neq j} \quad \text{with} \quad S_{ij} \subset X_i \times X_j$$

From [41], the state dependent graph is defined as follows:

Definition: Given the set system $\mathcal{S}$, the map $g_c : X \rightarrow G_m$ with an image consisting of graphs of order $m$, having an edge between vertex $i$ and $j$ iff $(x_i, x_j) \in S_{ij}$, is defined as a state-dependent graph with respect to $\mathcal{S}$.

Consider a situation in which the network is initially connected in the presence of a jammer. The objective of the jammer is to disconnect the communication network. Since the underlying communication network can be modeled as a graph, various notions of connectivity [40] can be used to specify the objective of the team of jammers. In this work, the objective of the team of jammers is to partition the nodes of the graph into two or more components. Disconnection refers to a situation in which there are two agents in the network and no path exists in the communication network for exchanging messages. Based on the objective of the jammers, we can formulate the following zero-sum differential game between the jammers and the nodes in the network.

Problem: Consider a play in which the agents are initially connected. The objective of the jammers is to minimize the time in which it disconnects the communication network by jamming the communication channel between agents. The objective of agents is to maximize the time for which communication network remains connected. The game terminates at the first instant at which the communication network gets disconnected. Compute the optimal motion strategies for each agent.

In the next section, we present the necessary conditions that are satisfied by the optimal strategies of the agents.

IV. OPTIMAL STRATEGIES

In this section, we introduce the concept of optimal strategies for the vehicles.

Given the control histories of the vehicles, $\{u_1^i(\cdot)\}_{i=1}^n, \{u_2^i(\cdot)\}_{i=1}^n$, the outcome of the game is denoted by $\pi : X \times X \times G(n, n) \rightarrow R$ and is defined as the time of termination of the game:

$$\pi(x_0, \{u_1^i(\cdot)\}_{i=1}^n, \{u_2^i(\cdot)\}_{i=1}^n) = t_f \quad (4)$$

where $t_f$ denotes the time of termination of the game when the players play $\{u_1^i(\cdot)\}_{i=1}^n, \{u_2^i(\cdot)\}_{i=1}^n$ starting from an initial point $x_0 \in X \times X'$. The game terminates when the communication network gets disconnected. The objective of the jammers is to minimize the termination time and the objective of the agents is to maximize it.

Since the objective function of the team of agents is in conflict with that of the team of jammers the problem can be formulated as a multi-player zero sum game. A play $\{u_1^i(\cdot)\}_{i=1}^n, \{u_2^i(\cdot)\}_{i=1}^n$ is said to be optimal for the players if it satisfies the following conditions:

$$\begin{align*}
\{u_1^1(\cdot)\}_{i=1}^n = \arg \max_{\{u_1^i(\cdot)\}_{i=1}^n} \pi[x_0, \{u_1^i(\cdot)\}_{i=1}^n, \{u_2^i(\cdot)\}_{i=1}^n] \\
\{u_2^1(\cdot)\}_{i=1}^n = \arg \min_{\{u_2^i(\cdot)\}_{i=1}^n} \pi[x_0, \{u_1^i(\cdot)\}_{i=1}^n, \{u_2^i(\cdot)\}_{i=1}^n]
\end{align*}$$

The value of a game, denoted by the function $J : X \rightarrow R$, can then be defined as follows:

$$J(x) = \pi[x_0, \{u_1^i(\cdot)\}_{i=1}^n, \{u_2^i(\cdot)\}_{i=1}^n] \quad (5)$$

The value of the game is unique at a point $X$ in the state-space. An important property satisfied by optimal strategies is the Nash equilibrium property. A set of strategies
\[
\left(\{\tilde{u}_{i}^{1}\}_{i=1}^{n}, \{\tilde{u}_{i}^{2}\}_{i=1}^{m}\right) \text{ is said to be in Nash equilibrium if no unilateral deviation in strategy by a player can lead to a better outcome for that player. This can also be expressed mathematically by the following condition:}
\]
\[
\pi[x_{0}, \{\tilde{u}_{i}^{1}\}_{i=1}^{n}, \{\tilde{u}_{i}^{2}\}_{i=1}^{m}], \forall j \in [1, m]
\]
\[
\pi[x_{0}, u_{j}, \tilde{u}_{j}^{1}, \{\tilde{u}_{i}^{2}\}_{i=1}^{m}], \forall j \in [1, n]
\]
\[
\text{In the above expressions } u_{i,j}^{1} \text{ represents the controls of all the jammers except the } j \text{th jammer. From the above definition, we can conclude that there is no motivation for a player to deviate from its equilibrium strategy. In general, there may be multiple sets of strategies for the players that are in Nash equilibrium. Assuming the existence of a value, as defined in (5) and the existence of a unique Nash equilibrium, we can conclude that the Nash equilibrium concept of person-by-person optimality, is a necessary condition that needs to be satisfied by the set of optimal strategies for the players, and furthermore, computing the set of strategies that are in Nash equilibrium also provides the set of optimal strategies. In the following analysis, we assume that the aforementioned conditions are satisfied by the optimal strategies.}

The following theorem provides a relation between the optimal strategy of each player and the gradient of the value function, \( \nabla J \).

**Theorem 1:** Assuming that \( J(x) \) is a smooth function of \( x \), the optimal strategies \( \{u_{i}^{1*}\}_{i=1}^{n}, \{u_{i}^{2*}\}_{i=1}^{m} \) satisfy the following condition:
\[
u_{i}^{1*} = \arg \max_{u_{i}} \nabla J \cdot f(x, \{u_{i}^{1}\}_{i=1}^{n}, \{u_{i}^{2}\}_{i=1}^{m}), \quad i \in [1, n]
\]
\[
u_{i}^{2*} = \arg \min_{u_{i}} \nabla J \cdot f(x, \{u_{i}^{1*}\}_{i=1}^{n}, \{u_{i}^{2*}\}_{i=1}^{m}), \quad i \in [1, m]
\]

**Proof:** The proof essentially follows the two-player version as provided in [11]. Let us consider the game from a point \( x \) in the state space at time \( t \). The outcome functional is provided by the following expression:
\[
\pi(x(t), \{u_{i}^{1*}(\cdot)\}_{i=1}^{n}, \{u_{i}^{2*}\}_{i=1}^{m}) = \int_{t}^{t+h} dt + J(x(t+h))
\]
Using Taylor series approximation of \( J \) we obtain the following relation:
\[
J(x(t+h)) - J(x(t)) = J(x(t) + f(x(t), \{u_{i}^{1*}(t)\}_{i=1}^{n}, \{u_{i}^{2*}(t)\}_{i=1}^{m}) h + h \epsilon(h)) - J(x(t))
\]
where \( \epsilon(h) \) is a vector with each entry belonging to \( o(h) \).

Let \( \delta = f(x, u)h + h \epsilon(h) \). Then
\[
= \sum_{i=1}^{n} \frac{\partial J}{\partial x_{i}} \delta_{i} + |\delta|o(\delta))
\]
\[
= h [ \sum_{i=1}^{n} \sum_{j=1}^{n} J_{x_{i,j}}(x_{i}, u_{i}^{1*}) j + \sum_{i=1}^{n} \sum_{j=1}^{m} J_{x_{i,j}}(x_{i,j}, u_{i}^{2*}) j
\]
\[
\quad + \alpha(h)]
\]
where, \( \lim_{h \to 0} \alpha(h) = 0 \) and \( J_{x_{i,j}}(x_{i}, u_{i}^{1*}) j \) represents the derivative of \( J \) with respect to the \( j \)th element of \( x_{i} \).

First, let us consider the controls of the team of jammers. From the Nash property, we can conclude that if \( u_{i}^{1*} = u_{i}^{2*}, \forall j \in [1, \ldots, n] \) and \( u_{j}^{1*} = u_{j}^{2*} \) then \( u_{i}^{2*} \) minimizes the left hand side of the above equation. Therefore, we can conclude the following:

1. The optimal control satisfies the following condition:
\[
u_{i}^{2*}(t) = \arg \min_{u_{i}^{2*}} J_{x_{i,j}}(x_{i,j}, u_{i}^{2*}) j
\]

In a similar manner the controls of the agents satisfy the following condition:
\[
u_{i}^{1*}(t) = \arg \max_{u_{i}^{1*}} J_{x_{i,j}}(x_{i,j}, u_{i}^{1*}) j
\]

2. In the case, when \( u_{i} = u_{i}^{2*} \) for all players in (6) we obtain the following relation:
\[
\pi(x(t), \{\sigma_{i}^{1*}\}_{i=1}^{n}, \{\sigma_{i}^{2*}\}_{i=1}^{m}) = J(x(t)) + h(1 + J(x(t)))
\]
\[
\sum_{i=1}^{n} \sum_{j=1}^{n} J_{x_{i,j}}(f_{i}(x_{i}, u_{i}^{1*})) j + \sum_{i=1}^{n} \sum_{j=1}^{m} J_{x_{i,j}}(f_{i}(x_{i}, u_{i}^{2*})) j + \alpha(h)
\]
\[
\Rightarrow h(1 + \sum_{i=1}^{n} \sum_{j=1}^{n} J_{x_{i,j}}(f_{i}(x_{i}, u_{i}^{1*})) j + \sum_{i=1}^{n} \sum_{j=1}^{m} J_{x_{i,j}}(f_{i}(x_{i}, u_{i}^{2*})) j + \alpha(h)) = 0
\]

Taking \( \lim_{h \to 0} \) on both sides leads to the following relation:
\[
1 + \sum_{i=1}^{n} \sum_{j=1}^{n} J_{x_{i,j}}(f_{i}(x_{i}, u_{i}^{1*})) j + \sum_{i=1}^{n} \sum_{j=1}^{m} J_{x_{i,j}}(f_{i}(x_{i}, u_{i}^{2*})) j = 0
\]

(6), (7) and (8) extend the Isaacs' conditions that provide the optimal controls for two-player zero-sum differential games to the case of multi-player zero-sum team differential games.

The Hamiltonian of the system is given by the following expression:
\[
H(x, \nabla J, \{u_{i}^{1*}\}_{i=1}^{n}, \{u_{i}^{2*}\}_{i=1}^{m}) = 1 + \sum_{i=1}^{n} \sum_{j=1}^{n} J_{x_{i,j}}(f_{i}(x_{i}, u_{i}^{1*})) j + \sum_{i=1}^{n} \sum_{j=1}^{m} J_{x_{i,j}}(f_{i}(x_{i}, u_{i}^{2*})) j
\]

which is the left side of (8). Hence, (8) can equivalently be expressed as:
\[
\mathcal{H}(x, \nabla J, \{u_{i}^{1*}\}_{i=1}^{n}, \{u_{i}^{2*}\}_{i=1}^{m}) = 0
\]
In addition to the above conditions, the value function also satisfies the retrogressive path equation which is given in the following theorem.

**Theorem 2:** The value function follows the following partial differential equation (PDE) along the optimal trajectory, namely the retrogressive path equation (RPE)

\[ (\nabla^* J) = \frac{\partial H}{\partial x} \]  

(10)

where \(^*\) denotes derivative with respect to retrograde time.

The proof of the above theorem is an extension to the two-player scenario presented in [11]. In the next section, we characterize the terminal manifold.

**V. TERMINAL CONDITIONS**

In Section III, we proposed a mapping from the state of the system to a graph \( G \) that encodes the underlying connectivity of the network of UAVs. The connectivity of \( G \) can be investigated by analyzing the Laplacian of the graph that is defined as follows:

- Laplacian of a graph \( (\mathcal{L}(G)) \): It is an \( n \times n \) matrix with entries given as follows:
  1. \( a_{ij} = \begin{cases} -1 & \text{if an edge exists between } i \text{ and } j \\ 0 & \text{if no edge exists between } i \text{ and } j \end{cases} \)
  2. \( a_{ii} = -\sum_{k=1, k \neq i}^{n} a_{ik} \)

The second-smallest eigenvalue of \( \mathcal{L}(G) \), denoted as \( \lambda_2(G) \), is called the Fiedler value. It is also called the algebraic connectivity of \( G \). It has emerged as an important parameter in many systems problems defined over networks. In [43], [42], [44], it has also been shown to be a measure of the stability and robustness of the networked dynamic system. Since this work deals with connectivity maintenance in the presence of malicious intruders, \( \lambda_2(G) \) arises as a natural parameter of interest for both players. The following theorem relates the connectivity of \( G \) to its Fiedler value.

**Lemma 1:** [40]: A graph \( G \) is connected if and only if \( \lambda_2(G) > 0 \).

Therefore, all disconnected graphs on \( m \) vertices belong to the following set:

\[ \tilde{G} = \{ G | \lambda_2(\mathcal{L}(G)) = 0 \} \]

Let \( F(\lambda, G) = \det(\mathcal{L}(G)) - \lambda I_n \) where, \( I_n \) denotes the identity matrix of dimension \( n \times n \).

**Theorem 3:**

\[ \tilde{G} = \{ G | F_2(\lambda, G) |_{\lambda=0} = 0 \} \]

where \( F_2 \) denotes derivative with respect to \( \lambda \).

**Proof:** \( \Rightarrow \) The smallest eigenvalue of the Laplacian of any graph is zero, i.e., \( \lambda_1(\mathcal{L}(G)) = 0 \) [40]. Let \( G \) be a disconnected graph. From Lemma 1, we can conclude that \( \lambda_2(\mathcal{L}(G)) = 0 \). Therefore, \( \lambda = 0 \) is a repeated root of the equation \( F(\lambda, G) = 0 \Rightarrow F_2(\lambda, G) |_{\lambda=0} = 0 \).

\( \Leftarrow F(0, G) = 0 \) since \( \lambda = 0 \) is an eigenvalue of the Laplacian matrix. In addition, \( F_2(\lambda, G) |_{\lambda=0} = 0 \). Therefore, \( \lambda = 0 \) is a multiple root of \( F(\lambda, G) \) with algebraic multiplicity greater than 1. Hence \( \lambda_2(\mathcal{L}(G)) = 0 \Rightarrow G \) is disconnected.

In [32], we presented the following expression for \( F(\lambda, G) \) in terms of the minors of \( \mathcal{L}(G) \).

\[ F_2(\lambda, G) |_{\lambda=0} = -\sum_{i=1}^{n} M_{ii} \]

where \( M_{ii} \) is the minor of corresponding to the diagonal element in the \( i \)th row. Substituting the above relationship in Theorem 3 leads to the following equation for the terminal manifold in terms of the variables \( \{a_{ij}\}_{i,j=1}^{n} \):

\[ \sum_{i=1}^{n} M_{ii} = 0 \]

(11)

Note that the variables \( \{a_{ij}\}_{i,j=1}^{n} \) can be related to the state of the agents and the jammers. Therefore, the above equation can be expressed in terms of the state variables.

In the next section, we present different scenarios involving variations in the number of players, as well as their dynamics.

**VI. RESULTS**

In [33], we investigate a scenario in which an aerial jammer intrudes the communication channel in a multiple UAV formation. The UAVs are assumed to be flying at a constant altitude and their kinematics are modeled as a unicycle. The analysis of the previous sections can be applied to this problem for the special case of \( n = 2 \) and \( m = 1 \). Figure 1 summarizes the entire control algorithm. The controller of each agent takes as input the state variables and runs the RPE to compute the control. This control is then fed into the plant of the respective UAV. The plant updates the state variables based on the kinematic equations governing the UAV. Finally, the sensors feed back the state variables into the controllers. In this case, the sensors measure the position and the orientation of each UAV.

![Figure 1. The Control Loop for the System](image)

Figure 2 shows the trajectories of the players along with their optimal controls for a specific terminal condition. The position of the players corresponding to the termination situation is shown by a small circle in the plots showing the
trajectories of the players. The trajectories of the players are shown for a small time interval just before termination. From the expression of the optimal controls in [33], we can infer that the controls of the players are bang-bang. This is also verified from the simulation results. From the nature of the controls and kinematics of the system, we can infer that the optimal paths comprise arcs of circles and straight line trajectories as motion primitives. Arcs of circles are generated when the UAV keeps its angular velocity saturated at one extremum for a non-zero interval of time. Straight line segments are obtained due to rapid switching between the extremum value of the controls (chattering). An instance of such a behavior is exhibited by UAV$_2$ in Figure 2.

Figure 2. Figure shows the trajectories of the players in a small time interval just before termination. The value of $\eta = 1$. The player in red is the jammer. The players in green and blue are UAV$_1$ and UAV$_2$, respectively. Figure (b) shows the control of the UAV$_1$. Figure (c) shows the control of the jammer. Figure (d) shows the control of the UAV$_2$.

In [32], we analyze the previous problem for general $m$ and $n$. Figure 3 shows a simulation of the trajectories of three UAVs and one jammer from a terminal state. The figure on the left shows the trajectories of the UAVs. The jammer traces the path shown on the extreme right. The figure on the right shows the connectivity of the UAVs. The network of UAVs is initially connected. At termination, the jammers disconnect the network by isolating one of the UAVs.

Figure 4 shows a simulation of the trajectories of four UAVs and two jammers from a terminal state. The figure on the left shows the trajectories of the UAVs. The two UAVs on the extreme right represent the jammers. The figure on the right shows the connectivity of the UAVs. The network of UAVs is initially connected. At termination, the jammers disconnect the network into two disjoint components.

In [35], we extend our previous work to address the jamming problem in a mobile network containing heterogeneous vehicles. In combat scenarios, teams of vehicles are deployed having different communication and motion constraints. Since we are interested in real scenarios, we choose the vehicles as well as the jammer to resemble the dynamics of terrestrial or aerial vehicles. We use the motion models of UAVs (Unmanned Air Vehicles) and AGVs (Autonomous Ground Vehicles) to model the dynamics of the players. By neglecting the detailed description of the real system that might render the complete solution to be numerical in nature, the dynamical models are simplified to a level so as to capture the essential kinematic constraints of the system.

We assume the following motion models for the vehicles:

1) UAV: We use the five state model [45] for the UAV that takes into account the course angle, the flight path angle and the height of the UAV from the ground during its flight. The differential equations governing the kinematics of the system are given below:

$$
\dot{x} = W \cos \psi \cos \theta, \quad \dot{y} = W \sin \psi \cos \theta \\
\dot{z} = W \sin \theta, \quad \dot{\psi} = \frac{g}{W} \eta \tan \phi, \quad \dot{\theta} = \frac{g \cos \theta}{W} (\eta - 1)
$$

where $W$ represents velocity, $\psi$ the heading angle, $\theta$ the pitch angle, $g$ the gravitational acceleration, $\phi$ the roll angle and $\eta$ the load factor of the UAV. The values of $W$, $\phi$ and $\eta$, satisfying the constraints $0 < W_{\text{min}} \leq W \leq W_{\text{max}}$, $|\phi| \leq \phi_{\text{max}}$ and $0 \leq \eta \leq \eta_{\text{max}}$, are the controls of the UAV. The configuration space of the UAV is $X \simeq \mathbb{R}^3 \times S^2$.

2) AGV: From [46], we model the AGV as a car-like robot with 5-dimensional configuration space using the following differential equations:

$$
\dot{x} = v \cos \theta \cos \zeta, \quad \dot{y} = v \sin \theta \cos \zeta \\
\dot{\theta} = v \sin \zeta, \quad \dot{v} = u_1, \quad \dot{\zeta} = u_2
$$
Figure 5. UAV jamming a team of AGV’s. Figure (a) shows the snapshots for the vehicles along their optimal trajectory. Figures (b) shows the perception range for the vehicles and the intra-vehicular distance as a function time. γ = 0.4

Figure 6. UAV jamming a team of AGV’s. Figures on the left show the optimal controls of the vehicles. Figures on the right show the variation of the components of $\nabla J$ associated with the vehicles that are used to compute the optimal controls. $u_{1\text{max}} = 0.1, u_{2\text{max}} = 0.015, W_{\text{min}} = 2, W_{\text{max}} = 11, \phi_{\text{max}} = 1.008, \phi_{\text{max}} = 0.1$

where, $u_1$ and $u_2$, satisfying $|u_1| \leq u_{1\text{max}}$ and $|u_2| \leq u_{2\text{max}}$, denote, respectively the linear and angular accelerations of the vehicles. We also consider the fact that the car has a bound on the steering angle, i.e. $|\zeta| \leq \zeta_{\text{max}}$. As in [46], the reference point $(x, y)$ is chosen as the mid-point of the rear wheels. For the sake of simplicity, in this work we assume that the distance between both rear and front axles is unity. The state space of the system is $X \subset \mathbb{R}^3 \times S^2$.

Figure 5 and 6 shows the simulation results for the case when a UAV Jamming a team of AGVs.

VII. CONCLUSION AND FUTURE WORK

In this work, we presented a mobility based perspective of jamming among autonomous vehicles. The framework of differential game theory was extended from the classical two-player zero sum pursuit-evasion game to the multi-player team game scenario involving two teams. Necessary conditions satisfied by the optimal trajectories were derived under assumptions of uniqueness and existence of the optimal trajectories. Finally, results were presented for several simulation scenarios involving different numbers of vehicles and their dynamics.

Our current focus has been to extend the analysis for the case when two teams jam each others communication channel. [47], [48] analyze the aforementioned scenarios. We have formulated the jamming problem as a resource allocation problem by incorporating limitations in power and energy available to each agent, which is a major concern in real situations. Some of our future work are as follows:

1) **Computation of Singular Surfaces:** In this work, we have computed the trajectories based on the necessary conditions of optimality imposed by the Isaacs’ conditions. In order to complete the construction of the optimal trajectories of the agents, we have to identify the singular surfaces in the state space [1].

2) **Decentralized Strategies:** Due to the high computational complexity of evaluating the optimal strategies, one might resort to sub-optimal solutions that can be computed efficiently. In [51] [50], the authors consider a decentralized approach to a team jamming problem. A multi-pursuer multi-evader game is decomposed into several one-pursuer-one-evader and multi-pursuer one-evader games. Each team is corrupts the measurements of the opposite team. The cost function is a penalty that measures the energy cost or computation cost. The authors propose an algorithm that leads to a computationally efficient sub-optimal strategy for each team. An interesting future research direction is to extend the aforementioned techniques to the jamming problem considered in this paper.

3) **Noisy models:** In real systems, noise corrupts the actuation signal and the sensor measurements. The problem of noise regulation has been successfully addressed for a special class of systems by treating the noise as an adversary [49]. Unfortunately, there has been hardly any progress regarding pursuit-evasion games with players having noisy observation and actuation models. The nonlinearities present in the dynamic model of the players render the problems inutile from the perspective of mathematical analysis. One of our future efforts is to explore this direction using numerical techniques. An alternate approach to this problem is to use iterative strategies as suggested in [52].
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